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A B S T R A C T

The Large Enriched Germanium Experiment for Neutrinoless ββ Decay, LEGEND, is a tonne-scale
experimental program to search for neutrinoless double beta (0νββ) decay in the isotope 76Ge
with an unprecedented sensitivity. Building on the success of the low-background 76Ge-based
GERDA and Majorana Demonstrator experiments, the LEGEND collaboration is targeting
a signal discovery sensitivity beyond 1028 yr on the decay half-life with approximately 10 t · yr
of exposure. An essential prerequisite to achieve this ambitious goal is the reduction of backgrounds.

In the first phase of the experiment, LEGEND-200, alpha- and beta-induced surface backgrounds are
anticipated to be among the dominant contributions. The investigation of these backgrounds is one
of the main objectives of this work. To this end, the response of a p-type point contact germanium
detector to alpha and beta particles is studied in detail. It is shown that the passivated detector
surface is prone to effects such as charge build-up leading to a radial-dependent behavior of
important pulse shape parameters. The validity of the surface charge model is verified in dedicated
pulse shape simulations.

Another important role to enhance the experiment’s sensitivity plays signal readout electron-
ics. The readout system needs to be placed as close as possible to the detectors to reduce the
electronic noise and to enable the application of background rejection analysis techniques. However,
the proximity also poses unique challenges for the radiopurity of the electronics. In LEGEND-200,
an improved charge sensitive amplifier based on implementations by the predecessor experiments,
GERDA and Majorana Demonstrator, that fulfills the requirements will be used. Within this
work, data of a first full chain integration test are analyzed. It is shown that the novel readout
system features an excellent performance.

For the final stage of the experiment, LEGEND-1000, backgrounds must be decreased even
further. To reduce the component originating from the signal readout electronics, the use of an
application-specific integrated circuit (ASIC) amplifier located very close to the detector is foreseen.
ASIC technology allows the implementation of the entire amplifier into a single low-mass, low-
background chip while maintaining the spectral and noise performance achieved with conventional
solutions. In this work, the feasibility of operating a large-scale germanium detector with a commer-
cially available readout ASIC is demonstrated. It is shown that an excellent performance exceeding
the requirements can be obtained. Finally, a first prototype of an ASIC specifically developed to
meet the demands of LEGEND-1000 is characterized.



Z U S A M M E N FA S S U N G

Das Large Enriched Germanium Experiment for Neutrinoless ββ Decay, LEGEND, ist ein experi-
mentelles Programm im Tonnenmaßstab, das nach dem neutrinolosen doppelten Betazerfall (0νββ)
im Isotop 76Ge mit bisher unerreichter Sensitivität suchen wird. Aufbauend auf dem Erfolg der
Vorgängerexperimente, GERDA und Majorana Demonstrator, setzt sich die LEGEND Kollabora-
tion eine Signalsensitivtät größer als 1028 Jahre bezogen auf die Halbwertszeit des Zerfalls für eine
Exposition von etwa 10 t · yr zum Ziel. Eine wesentliche Voraussetzung, um dieses ambitionierte
Ziel zu erreichen, ist die Reduzierung des Untergrunds.

In der ersten Phase des Experiments, LEGEND-200, werden Alpha- und Beta-induzierte Ober-
flächenuntergründe zu den dominierenden Beiträgen gehören. Eines der Hauptziele dieser Arbeit
ist die Untersuchung dieser Untergründe. Hierfür wird das Verhalten eines p-Typ Punktkontakt-
Germaniumdetektors in Bezug auf Alpha- und Beta-Teilchen im Detail untersucht. Die Messungen
zeigen, dass die passivierte Detektoroberfläche anfällig für Effekte wie Oberflächenaufladung ist,
was in einer radialen Abhängigkeit wichtiger Pulsformparameter resultiert. Die Gültigkeit des
Oberflächenladungsmodells wird mittels Pulsformsimulationen validiert.

Eine weitere wichtige Rolle zur Steigerung der experimentellen Sensitivität spielt die Auslese-
elektronik. Das Auslesesystem muss so nah wie möglich an den Detektoren platziert werden,
um das elektronische Rauschen zu reduzieren und die Anwendung von Analysemethoden zur
Untergrundreduzierung zu ermöglichen. Allerdings stellt diese Nähe auch spezielle Anforderungen
an die radioaktive Reinheit der Elektronik. In LEGEND-200 wird ein verbesserter Ladungsver-
stärker basierend auf Implementierungen der Vorgängerexperimente, GERDA und Majorana

Demonstrator, verwendet, der diese Anforderungen erfüllt. Im Rahmen dieser Arbeit werden
Daten eines ersten Integrationstests mit vollständigem Signalpfad analysiert. Es wird gezeigt, dass
das neue Auslesesystem eine exzellente Leistung aufweist.

Für die finale Phase des Experiments, LEGEND-1000, müssen die Untergründe noch weiter
verringert werden. Um den von der Ausleseelektronik stammenden Anteil zu reduzieren, ist die
Verwendung eines Verstärkers basierend auf einer anwendungsspezifischen integrierten Schaltung
(ASIC) vorgesehen, der in unmittelbarer Nähe zum Detektor platziert wird. Die ASIC-Technologie
ermöglicht die Implementierung des gesamten Verstärkers in einem einzigen Chip mit geringer
Masse und niedrigem Untergrund unter Beibehaltung der spektralen Leisung, die mit herkömmli-
chen Verstärkern erzielt wird. Im Rahmen dieser Arbeit wird demonstriert, dass das Auslesen eines
Germaniumdetektors mit einem kommerziell erhältlichen ASIC praktikabel ist. Es wird gezeigt,
dass eine exzellente, die Anforderungen übertreffende Leistung erreicht werden kann. Abschließend
wird ein erster ASIC-Prototyp charakterisiert, der speziell entwickelt wurde, um die Anforderungen
von LEGEND-1000 zu erfüllen.
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A C R O N Y M S

aGe Amorphous germanium
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ADC Analog-to-digital converter
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CT Charge trapping

CTA Cherenkov Telescope Array

DAQ Data acquisition (system)

DCR Delayed charge recovery

DEP Double escape peak

EC Electron capture

EMI Electromagnetic interference

ENC Equivalent noise charge

ENIG Electroless nickel immersion gold

ESD Electrostatic discharge sensitive device

FE Front-end (electronics)

FEP Full energy peak

FADC Flash analog-to-digital converter

FWHM Full width at half maximum

ftp fixed-time-pickoff (trapezoid)

GELATIO GERDA Layout for input output

GERDA Germanium detector array

HdM Heidelberg-Moscow (experiment)

HPGe High-purity germanium

HV High voltage

HWHM Half width at half maximum

IBD Inverse beta decay

IC Integrated circuit

ICP-MS Inductively coupled plasma mass spectrometry

ICPC Inverted coaxial point contact (detector)
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IGEX International Germanium Experiment

IIR Infinite impulse response (filter)

IO Inverted neutrino mass ordering

IR Infrared

JFET Junction gate field-effect transistor

KATRIN Karlsruhe Tritium Neutrino (experiment)

LAr Liquid argon

LEP Large electron-positron (collider)

LBNL Lawrence Berkeley National Laboratory

LDO Low-dropout (regulator)

LEGEND Large Enriched Germanium Experiment for Neutrinoless ββ Decay

LMFE Low-mass front-end (electronics)

LN2 Liquid nitrogen

LNGS Laboratori Nazionali del Gran Sasso

LSB Left side band

MCA Multichannel analyzer

Mjd Majorana Demonstrator

MMC Metallic magnetic calorimeter

MOSFET Metal-oxide-semiconductor field-effect transistor

MPP Max Planck Institute for Physics

MSE Multi-site event

MSW Mikheyev-Smirnov-Wolfenstein (effect)

NME Nuclear matrix element

NO Normal neutrino mass ordering

NTD Neutron-transmutation-doped

PCB Printed circuit board

PEI Polyetherimide

PEN Polyethylene naphthalate

PGT Post-GERDA test

PMNS Pontecorvo-Maki-Nakagawa-Sakata (matrix)

PMT Photomultiplier (tube)

PONaMa1 PPC detector from ORTEC made from Natural Material

PPC P-type point contact (detector)

PSA Pulse shape analysis

PSD Pulse shape discrimination

PSS Pulse shape simulations

PTFE Polytetrafluoroethylene (Teflon)

PZ Pole-zero

RMS Root mean square

ROI Region of interest (of 0νββ decay)

RSB Right side band

SEP Single escape peak

SiPM Silicon photomultiplier

SIS Source insertion system
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SM Standard Model (of particle physics)

SMD Surface-mount device

SNO Sudbury Neutrino Observatory

SNR Signal-to-noise ratio

SSE Single-site event

SSM Standard Solar Model

SURF Sanford Underground Research Facility

TES Transition-edge sensor

TMP Turbomolecular pump

TPB Tetraphenyl butadiene

TPC Time projection chamber

TTX Tetratex

TUBE TUM Upside-down BEGe (scanning system)

TUM Technical University of Munich

UG LAr Underground liquid argon

WIMP Weakly interacting massive particle

WLSR Wavelength-shifting reflector
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1
I N T R O D U C T I O N A N D O B J E C T I V E S

Since its experimental discovery in 1956 [1–3], our knowledge and understanding of the neutrino
has increased enormously. However, there are still a number of fundamental open questions in
the field of neutrino physics. First and foremost, the absolute neutrino mass is not yet known.
A closely related question deals with the intrinsic nature of neutrinos, i.e. if they are their own
antiparticles and thus Majorana fermions. The answer to these questions could unravel some of the
most pressing mysteries in particle physics and cosmology, such as the question of the origin of
particle mass, and the matter/antimatter asymmetry of our universe.

The observation of neutrino oscillations proves that the neutrino mass is non-zero [4–7]. However,
oscillation experiments are not sensitive to the absolute mass scale. Three complementary ap-
proaches are currently being pursued to determine the neutrino mass: 1) direct mass measurements
using single beta decay and electron capture, 2) indirect mass determination via astrophysical and
cosmological observables, and 3) search for neutrinoless double beta (0νββ) decay. Direct neutrino
mass measurements set an upper limit, constraining the neutrino mass to be at least five orders of
magnitude smaller than the mass of the lightest charged fermion, the electron [8]. The smallness
of the neutrino mass is closely intertwined with the question about the Majorana nature of the
neutrino. While all known charged fermions are distinct from their antiparticle, the unique fact
that neutrinos are electrically neutral provokes the question whether they may be identical to their
own antiparticles. Currently, the most practical way to ascertain whether neutrinos are Majorana
particles is the search for 0νββ decay. The decay violates lepton number conservation by two units
and its observation would have major implications on our understanding of the origin of matter in
our universe. Together with cosmological observations and direct neutrino mass measurements, it
could also provide information on the absolute neutrino mass scale [9, 10].

One of the most promising technologies to search for 0νββ decay are high-purity germanium
(HPGe) detectors. The Large Enriched Germanium Experiment for Neutrinoless ββ Decay, LEGEND,
pursues a phased approach to realize a tonne-scale 0νββ decay search with HPGe detectors [11–14].
To reach the ambitious targeted signal discovery sensitivity beyond 1028 yr on the decay half-life,
ultra-low background requirements have to be met. Consequently, the reduction of backgrounds is
one of the main challenges to be addressed.

Background projections for the first phase of the experiment, LEGEND-200, anticipate alpha-
and beta-induced surface backgrounds to be among the dominant contributions. One of the main
objectives of this work is to gain a better understanding of these backgrounds. In this context, the
response of a p-type point contact (PPC) germanium detector to alpha and beta particles hitting
the passivated surface was studied in detail. The corresponding work included the experimental
realization and the data analysis. In particular, a highly customized analysis framework has been
developed. A related goal of this work is to model and verify the measurement results via dedicated
Monte Carlo and pulse shape simulations.

Another important role to minimize backgrounds and to maximize the experiment’s discov-
ery sensitivity plays signal readout electronics. The charge sensitive amplifier (CSA) should be
placed as close as possible to the HPGe detector to minimize stray input capacitance and thus
electronic noise. This also enhances the bandwidth of the system (faster signal rise times), which
is important for the successful application of pulse shape discrimination (PSD) techniques to reject
background events [15, 16]. However, a close proximity of the CSA to the detector is in conflict
with the stringent radiopurity requirements. Any component close to the detectors contributes to
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the background and can reduce the experimental sensitivity [16, 17]. Therefore, the material mass
and the volume of the CSA must be small. In addition, radiopure components must be used. In
LEGEND-200, a novel readout system based on implementations by the predecessor experiments,
the Germanium Detector Array (GERDA) and Majorana Demonstrator experiments, will be
used. The CSA consists of a first stage very close to the detectors (several cm) which is based on
Majorana Demonstrator’s low-noise, low-mass front-end (LMFE) readout electronics [18], and
a second stage farther away which is based on the preamplifier of the GERDA experiment [19, 20].
One of the main aims of this work is to characterize the performance of the novel readout
electronics. In this context, calibration and physics data of the Post-GERDA test, a full chain inte-
gration test with about 18 kg detector mass, were analyzed. Based on the improved noise situation
compared to the GERDA experiment, one of the goals was to demonstrate the feasibility of apply-
ing a charge trapping correction for the recently developed inverted coaxial point contact (ICPC)
detector geometry [21]. Moreover, performance metrics of a backup CSA were studied in bench tests.

In the final phase of LEGEND, LEGEND-1000, the total background level needs to be re-
duced by another order of magnitude compared to LEGEND-200. Therefore, additional background
rejection techniques are required. From the readout electronics point of view, this can be supported
by using state-of-the-art application-specific integrated circuit (ASIC) technology. The technology
enables the implementation of the entire CSA into a single low-mass, low-background chip while
maintaining the performance of conventional amplifiers. One of the main objectives of this work
was to demonstrate the feasibility of operating a large-scale HPGe detector together with a readout
ASIC. To study key electronic parameters, and to validate the viability of background rejection
capabilities, a PPC detector was equipped with a commercially available ASIC CSA, the XGLab
CUBE ASIC [22, 23]. To verify that the chip fulfills the stringent background requirements, an
extensive radiopurity assay campaign was conducted. Currently, a customized readout ASIC that
specifically meets the electronics requirements of LEGEND-1000 is being developed. Within this
work, the characteristics of a first prototype of this chip are investigated.

This thesis is organized as described in the following.

i preample In Ch. 2, a general introduction to neutrino physics and neutrino mass with a focus
on 0νββ decay is given. In addition, the current status and prospects of various 0νββ decay searches
are discussed. Ch. 3 focuses on the properties and the working principle of semiconductor detec-
tors. Here, the interaction processes of particles with matter are reviewed and HPGe detectors are
introduced. The radioactive backgrounds typically encountered in 76Ge-based 0νββ decay searches
and their rejection strategies are discussed in Ch. 4. Moreover, the physics programs of the GERDA
experiment, the Majorana Demonstrator, and of LEGEND are presented.

ii characterization of point contact germanium detectors The relevance of alpha
and beta surface backgrounds in LEGEND-200 is elaborated in Ch. 5. In particular, the phenomenol-
ogy of surface effects on the passivated surface of PPC detectors is discussed. The measurement
setup including the scanning facility, the detector, the radioactive sources, and the signal readout
electronics used to characterize these surface effects is described in Ch. 6. Furthermore, the data
analysis procedures and the detector performance in the experimental setup are reviewed in this
chapter. The results of surface characterization measurements with alpha and beta particles are pre-
sented in Chs. 7 and 8, respectively. Finally, the results of an extensive simulation campaign are
compared to the measurement results in Ch. 9.

iii development of signal readout electronics for legend In Ch. 10, the basics of
signal readout electronics for 0νββ decay searches are discussed. The chapter focuses on the read-
out architecture, charge sensitive amplifiers, and on electronic noise. Signal readout electronics
for LEGEND-200 is part of Ch. 11. Here, analysis results of the Post-GERDA test and character-
ization measurement results of a backup amplifier are presented. Signal readout electronics for
LEGEND-1000 is the subject of Ch. 12. The chapter summarizes the requirements on a readout ASIC
for the application in LEGEND and presents characterization measurements of two ASIC prototypes.

iv summary and conclusions The main results obtained within the scope of this work are
summarized in Ch. 13.
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N E U T R I N O P H Y S I C S

The neutrino is one of the most abundant particles in our universe. In the well-established Standard
Model1 (SM) of particle physics [24], the spin-1/2 fermion comes in three distinct flavors in accor-
dance with the charged leptons: the electron (e), the muon (µ), and the tau lepton (τ). Moreover, it
is electrically neutral, is treated as massless, and interacts only via the weak force and gravitation.
Lepton number2 is conserved within each family, and neutrinos have left-handed helicity3, whereas
antineutrinos have right-handed helicity [25]. Due to the very weak interaction with matter, it
is challenging to detect and study neutrinos. As an example, the cross section of neutrinos with
energies of a few MeV from a reactor is on the order of σν̄p ≈ 10−44 cm2, whereas the cross section
for the corresponding electromagnetic process at similar energies is σγp ≈ 10−25 cm2 [26, 27].
Despite many recent experimental efforts, some of the neutrino’s most fundamental properties
are still unknown. Notably, these include the actual, but very tiny mass (as proven by the obser-
vation of neutrino oscillations), and whether it is a Majorana fermion, i.e. its own antiparticle, or not.

This chapter gives a brief introduction to neutrino physics with a focus on neutrino mass
and double beta decay, which is of particular importance for the work presented in this thesis.
In Ch. 2.1, a historical summary of the discoveries in neutrino physics will be given. The phe-
nomenon of neutrino mixing and oscillations, whereby neutrinos undergo flavor transitions as they
propagate over long distances, is described in Ch. 2.2. Ch. 2.3 focuses on neutrino mass and its
determination via single beta decay and cosmological observables. The physics of (neutrinoless)
double beta decay is discussed in detail in Ch. 2.4.

2.1 historical overview

The existence of the neutrino was first postulated by W. Pauli in the year 1930 to explain the ob-
served continuous electron energy spectrum in single beta decay, in contrast to the expectation of
a monochromatic spectrum for the anticipated two-body decay [28]. Only by introducing a third,
electrically neutral particle emitted along with the electron, energy conservation was restored. This
particle, originally denoted as "neutron", should have spin-1/2, and should not travel at the speed
of light. In 1932, the neutron was discovered by J. Chadwick [29, 30] and the particle postulated by
Pauli was renamed neutrino (ν). A first theoretical description of single beta decay was given in 1934
by E. Fermi [31]:

(Z,A)→ (Z+ 1,A) + e− + νe. (2.1)

Here, Z denotes the atomic number, A the mass number of the nucleus, e− the electron, and νe
the electron antineutrino. Only in the year 1956, the electron antineutrino (νe) was discovered ex-
perimentally [1–3]. The groups led by C. L. Cowan Jr. and F. Reines used a setup in the vicinity
of the Savannah River nuclear reactor. It consisted of a water target with dissolved cadmium chlo-
ride (CdCl2) between layers of scintillating material, read out by photomultiplier tubes (PMTs).
Electron antineutrinos from the nuclear fission reaction were detected via inverse beta decay (IBD):

νe + p→ e+ +n. (2.2)

1 The SM is a gauge theory based on the symmetry group SU(3)C× SU(2)L×U(1)Y.
2 The lepton number describes the difference between the number of leptons and the number of antileptons in an elementary

particle reaction. Lepton number conservation states that in any physical process the sum of lepton numbers before and after
the interaction are equal.

3 The helicity is the projection of the spin onto the direction of the momentum. The helicity of massive particles depends on
the reference frame. For massless particles, helicity is identical to chirality. While helicity is a property of the particle itself,
chirality is a frame-independent property of the interaction.
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The measurement was possible through the detection of both the prompt positron (e+) signal (anni-
hilating with an electron and producing a pair of photons) and the delayed coincident de-excitation
of Cd after neutron (n) capture. For his discovery, Reines was awarded the Nobel Prize in Physics
in 1995.

The muon neutrino (νµ) was discovered in the year 1962 at the Alternating Gradient Syn-
chrotron (AGS) at Brookhaven National Laboratory (BNL) by M. Schwartz, L. M. Lederman and
J. Steinberger [32]. In the experiment, a 15GeV proton beam was shot onto a beryllium target. The
interactions there produced charged pions that subsequently decayed producing neutrinos. All
particles except the neutrinos were stopped by a steel shield in front of the detector. The detector
itself was a spark chamber consisting of several aluminum plates separated by gas-filled gaps.
The existence of a second neutrino flavor was deduced by observing long muon tracks (created in
charged current interactions of muon neutrinos), and only a few electron neutrinos via electromag-
netic showers of electrons [32]. The three scientists were awarded the Nobel Prize in 1988.

After the discovery of the tau lepton in 1975 [33], the existence of a corresponding third neu-
trino, the tau neutrino (ντ), was anticipated. It was finally discovered in the year 2000 at Fermilab
with the DONUT (Direct observation of the nu tau) experiment [34] and confirmed the existence of
the last lepton within the Standard Model (SM) of particle physics. This is due to the fact that based
on measurements of the width of the Z0 resonance at the Large Electron-Positron (LEP) collider, the
number of active light neutrinos was determined to be N = 2.9840± 0.0082 [35].

Since the discovery of the neutrino, its nature has been studied in detail. In 1958, the experi-
ment by M. H. Goldhaber et al. proved that the helicity of the electron neutrino νe is negative [25].
This was later confirmed also for νµ [36] and ντ [37, 38]. Therefore, the conclusion was drawn that
in nature neutrinos only occur as left-handed particles or as right-handed antiparticles.

2.2 neutrino mixing and oscillations

For many years, it was assumed that neutrinos were massless fundamental particles. Due to the fact
that in the SM neutrinos only appear with negative helicity, neutrino mass generation via Yukawa
coupling is not allowed4. The picture drastically changed with the observation of neutrino oscilla-
tions providing compelling experimental evidence for a small, yet non-zero neutrino mass. This also
points towards a mass creation mechanism beyond the SM (BSM).

solar neutrino problem Nuclear fusion reactions in the Sun produce a large flux of electron
neutrinos νe (mainly via the pp-chain). The neutrinos propagate from the center of the Sun to the
Earth and can be observed with sufficiently massive detectors [39]. First theoretical calculations of
the neutrino flux were provided by J. Bahcall in the scope of the Standard Solar Model (SSM) [40,
41]. On the experimental side, R. Davis Jr. designed one of the first solar neutrino detectors based
on a radiochemical technique, located in the Homestake mine5 in South Dakota, to test the predic-
tions [4, 42]. The experiment measured the solar neutrino flux (mostly 8B neutrinos) by counting the
number of 37Ar atoms produced in the IBD reaction

νe +
37Cl→ 37Ar + e−. (2.3)

As opposed to the prediction of 1.7 interactions per day, a rate of only 0.48± 0.04 neutrino interac-
tions per day was observed [39, 43, 44]. The apparent deficit of solar neutrinos became known as
the solar neutrino problem. In the subsequent GALLEX (1991− 1996) [45], GNO (1998− 2002) [46],
SAGE (1990 − 2006) [47, 48], and Borexino (2007− today) [49–51] experiments measuring solar
pp-neutrinos, the deviation from the SSM prediction was confirmed.

A possible solution to the problem was that neutrinos produced in a particular flavor (elec-
tron flavor for the solar neutrinos) can convert into neutrinos of a different flavor during their
propagation over long distances, e.g. νe ↔ νµ. This mechanism is nowadays referred to as neutrino

4 In the SM, mass comes from the spontaneous symmetry breaking via Yukawa interaction of the left-handed doublet with
the right-handed singlet. Since there are no right-handed neutrinos in the SM, there is no renormalizable gauge-invariant
operator for tree level neutrino mass generation.

5 The experiment was carried out deep underground to eliminate backgrounds from cosmic rays.
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oscillation. Measuring only weak interactions mediated by charged currents, Davis’ experiment
was only sensitive to electron neutrinos and could not detect neutrinos of a different flavor. The
solar neutrino problem was resolved experimentally in 2001 by the Sudbury Neutrino Observa-
tory (SNO). By also measuring neutral current and elastic scattering reactions using a Cherenkov
detector deploying 1 kt of heavy water with dissolved NaCl (to capture the neutrons of the neutral
current interaction), the experiment was sensitive to all neutrino species and measured the entire
neutrino flux. The experimental results confirmed the missing electron neutrinos and validated
the appearance of muon and tau neutrinos in their place [6, 7]. For his pioneering contributions
to astrophysics, in particular for the detection of solar neutrinos, R. Davis was awarded the Nobel
Prize in 2002.

Independently, neutrino oscillations were also measured for atmospheric neutrinos by the
Super-Kamiokande experiment [5]. Atmospheric neutrinos are created in the decay of charged
pions (π±) and kaons (K±) that are produced when cosmic rays interact with air molecules in
the upper atmosphere. In the subsequent decay of muons, additional neutrinos are created. The
expected flavor ratio is νµ : νe = 2 : 1. Super-Kamiokande used 50 kt of ultra-pure water as
a detection medium in a large underground tank equipped with 11200 PMTs. The experiment
was sensitive to high-energetic electron and muon neutrinos via charged current reactions. The
associated charged leptons produced in these reactions were detected via the Cherenkov light
they emitted in the water. By resolving the direction of the interactions, neutrino oscillations were
studied by comparing the neutrino flux from different zenith angles. For the electron neutrino flux,
no angular dependence and no deviation from the expected magnitude was observed. In contrast,
the muon neutrino flux was smaller than expected and showed a directional dependence, i.e. the
flux coming from the sky directly above the experiment was higher than the flux coming from the
opposite side of the Earth [52]. These observations were attributed to neutrino oscillations with a
flavor transition νµ → ντ (Super-Kamiokande was not sensitive to tau neutrinos). For the discovery
of neutrino oscillations, A. McDonald (SNO) and T. Kajita (Super-Kamiokande) were awarded the
Nobel Prize in 2015.

theory of neutrino oscillations Neutrino-antineutrino transitions ν ↔ ν were already
suggested by B. Pontecorvo in 1958 in analogy to transitions in the K0/K0 system [53]. A few years
later, he revived this idea as a possible solution to the solar neutrino problem [54, 55]. Neutrino
oscillations arise from the fact that the neutrino flavor eigenstates |νl〉 (l = e, µ, τ) are not equal
to the neutrino mass eigenstates |νi〉 (i = 1, 2, 3). Instead, the flavor eigenstates are a quantum
mechanical superposition of the mass eigenstates:

|νl〉 =
3∑
i=1

U∗li |νi〉 . (2.4)

Here, U∗li denotes a complex 3× 3 matrix, the so-called Pontecorvo-Maki-Nakagawa-Sakata (PMNS)
matrix which relates the flavor to the mass eigenstates. It is the analogue of the Cabibbo-Kobayashi-
Maskawa (CKM) matrix describing mixing in the quark sector [56, 57]. Assuming the existence of
only three neutrino mass eigenstates and unitarity of the mixing matrix, it can be parameterized by
three different mixing angles (θ12, θ13, θ23) and, depending on whether the massive neutrinos are
Dirac or Majorana particles, cf. Ch. 2.3.1, by one or three complex CP-violating phases (δ, α, β) [58]:

U =

Ue1 Ue2 Ue3

Uµ1 Uµ2 Uµ3

Uτ1 Uτ2 Uτ3

 (2.5)

=

 c12c13 s12c13 s13e
−iδ

−s12c23 − c12s23s13e
iδ c12c23 − s12s23s13e

iδ s23c13

s12s23 − c12c23s13e
iδ −c12s23 − s12c23s13e

iδ c23c13


︸ ︷︷ ︸

Dirac

diag
(
1, eiα, eiβ

)
,

︸ ︷︷ ︸
Majorana

(2.6)

where sij = sin θij and cij = cos θij with θij = [0,π/2]. The phase δ = [0, 2π] is the so-called Dirac
phase and describes CP violation in the lepton sector. The phase factors α and β are called Majorana
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Table 2.1: Overview of the three-flavor neutrino oscillation parameters for the normal (NO) and inverted mass
ordering (IO) regimes. All values are derived from a global analysis and represent best-fit values.
Data from [60].

Parameter
Best fit (±1σ)

NO IO

θ12 (◦) 33.44+0.78
−0.75 33.45+0.78

−0.75

θ13 (◦) 8.57+0.13
−0.12 8.61± 0.12

θ23 (◦) 49.0+1.1
−1.4 49.3+1.0

−1.12

δ (◦) 195+51−25 286+27−32

∆m221(10
−5 eV2) 7.42+0.21

−0.20

∆m23l(10
−3 eV2) +2.514+0.028

−0.027 −2.497± 0.028

phases and they are physically meaningful only if neutrinos are Majorana particles, i.e. their own
antiparticles. This also means that these phases are zero if the neutrino is a Dirac particle.

In order to see the salient features of neutrino oscillations, we simplify the treatment by con-
sidering the case of only two neutrino flavor eigenstates (να,νβ) with a single mixing angle (θ). The
probability for an oscillation can then be expressed as [59]:

P(να → νβ) ≈ sin2(2θ) sin2
(
1.27 ·∆m2 [eV2] · L [km]

E [GeV]

)
. (2.7)

Here, ∆m2 denotes the mass squared difference between the two mass eigenstates, E the neutrino
energy, and L the baseline length of the oscillation, i.e. the distance traveled by the neutrino between
the source and detector. The equation shows that neutrino flavor transitions only occur if the mass
squared difference ∆m2 is non-zero. This implies that in the case of three neutrino flavors, at least
two mass eigenstates need to be non-zero. In addition, Eq. (2.7) shows that the oscillation amplitude
is sensitive to the mixing angle, while the mass squared difference can be inferred from the oscillation
length. Therefore, by measuring the oscillation pattern, the neutrino oscillation parameters can be
determined.

neutrino oscillation parameters and mass ordering Neutrino oscillation ex-
periments provide information on the mixing angles, the Dirac phase, and the mass squared
differences ∆m2ij = m2i −m

2
j , i 6= j. Since neutrino oscillations are an interference effect, they are

not sensitive to the absolute neutrino mass scale. In the case of three-flavor neutrino mixing, there
are only two independent neutrino mass squared differences ∆m221 6= 0 and ∆m231 ≈ ∆m232 6= 0.
The mass squared difference ∆m221 is measured by solar neutrino oscillation experiments [61–63],
whereas the mass squared differences ∆m231 and ∆m232 are obtained from atmospheric neutrino
oscillation experiments [64, 65]. Likewise, the angles θ12 and θ23 are measured in solar neutrino and
atmospheric neutrino oscillation experiments, respectively. Therefore, the mass squared differences
are often denoted as ∆m221 = ∆m2� and ∆m231 = ∆m2A, whereas the angles are denoted as θ12 = θ�
and θ23 = θA [66]. The oscillation parameters are also measured in reactor neutrino [67–70] and
accelerator neutrino [71, 72] experiments. An overview of the most recent values is listed in Tab. 2.1.

While the sign of ∆m221 is known through the Mikheyev-Smirnov-Wolfenstein (MSW) effect,
a matter resonance effect in the Sun modifying neutrino oscillations [73], experiments measuring
oscillation parameters are currently not sensitive to the sign of ∆m2

31(2). Therefore, the two possible
signs translate into two types of neutrino mass ordering, see Fig. 2.1. Assuming that m1 < m2 so
that ∆m221 > 0 [66], we obtain the following two possibilities:

1. Normal mass ordering (NO): m1 is the mass of the lightest eigenstate,
m1 < m2 < m3, ∆m231 = ∆m2A > 0,

2. Inverted mass ordering (IO): m3 is the mass of the lightest eigenstate,
m3 < m1 < m2, ∆m232 = ∆m2A < 0.
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Normal ordering (NO) Inverted ordering (IO)

Figure 2.1: Possible orderings of the neutrino mass for three-flavor neutrino oscillations. The normal order-
ing (NO) refers to the case in which m1 < m2 < m3, whereas in the inverted ordering (IO)
m3 < m1 < m2. The neutrino mass eigenstates are a superposition of the flavor eigenstates, and
vice versa.

Depending on the value of the lightest neutrino mass mlightest = min(mi), the mass eigenvalues for
the different mass orderings can then be expressed as [66]

NO : m1 = mlightest, m2 =
√
m21 +∆m

2
21, m3 =

√
m21 +∆m

2
31, (2.8)

IO : m1 =
√
m23 +∆m

2
23 −∆m

2
21, m2 =

√
m23 +∆m

2
23, m3 = mlightest. (2.9)

Current global fits of neutrino oscillation data slightly favor the NO regime over the IO one [60, 74].
However, more dedicated future experiments are required to unravel the question of the neutrino
mass ordering [75].

2.3 neutrino mass

The observation of neutrino oscillations has proven that at least two out of the three neutrinos are
massive particles. However, as pointed out in Ch. 2.2, neutrino oscillation experiments are only
sensitive to the mass squared differences and not to the absolute mass scale. With a mass at least
five orders of magnitude smaller than the mass of an electron, see Fig. 2.2, neutrinos are a clear
exemption in the SM. On the one hand, its tiny mass makes the neutrino one of the most interesting
particles, one that might be a portal to BSM physics. On the other hand, the small mass leads to
major challenges in its experimental determination. Three complementary approaches are currently
being pursued:

1) Direct kinematical inference of neutrino mass via single beta decay and electron capture,

2) indirect mass determination via astrophysical and cosmological observables,

3) search for neutrinoless double beta (0νββ) decay.

The following sections describe the foundations of these neutrino mass determination techniques.
First, in Ch. 2.3.1, the Dirac or Majorana nature of neutrinos will be discussed briefly. Ch. 2.3.2
focuses on the mass determination via direct measurements. The indirect mass determination via
cosmology is detailed in Ch. 2.3.3. Finally, a dedicated chapter, Ch. 2.4, focuses on the physics of
double beta decay.
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Figure 2.2: Comparison of the masses of the fundamental fermions. The graph shows that the three neutrinos
νi (i = 1, 2, 3) have a mass at least five orders of magnitude smaller than the masses of the charged
fermions. Data from [76].

2.3.1 Dirac and Majorana neutrinos

To unravel the question of the origin of neutrino mass and to understand the underlying particle
physics interactions, it is important to investigate the nature of the neutrino. Of particular interest is
whether it is a Dirac fermion, i.e. a particle that is distinct from its antiparticle (ν 6= ν), or a Majorana
fermion, i.e. a particle that is identical to its antiparticle (ν = ν).

dirac and majorana mass terms By introducing a right-chiral neutrino singlet (νR) in the
SM, neutrino masses can be generated via the Higgs mechanism with Yukawa interactions. This
avoids the need for the introduction of a bare mass term and preserves renormalizability. Since in
the SM neutrinos exclusively appear as left-handed particles, right-handed neutrinos must be sterile
singlets and cannot interact weakly [25, 77, 78]. The Dirac neutrino mass term in the extended SM
Lagrangian is of the form

Lmass
D ∝ −mD(νRνL + νLνR), (2.10)

where mD denotes the coupling strength of the neutrino spinor to the Higgs field, i.e. the Dirac
neutrino mass, and νL,νR are chiral projections of the neutrino spinors. According to Eq. (2.10),
Dirac mass terms are only possible in the presence of right-chiral neutrino fields and left-chiral
antineutrino fields. The Dirac mass mD is proportional to the product of the vacuum expectation
value v ≈ O(100GeV) of the Higgs field and the Yukawa coupling y:

mD ∝ v · y. (2.11)

Given current upper limits on the neutrino mass of O(1 eV), the Yukawa coupling would have to
be on the order of y ≈ 10−12, a value unnaturally small compared to the one of other particles
obtaining their mass via the same mechanism. The necessity of this fine-tuning of the neutrino
Yukawa coupling constant is typically considered as a strong argument against a SM origin of
neutrino mass [79].

If the neutrino is a Majorana particle, however, lepton number violating mass terms of the
form

Lmass
M,L ∝ −

ML
2

(
νCL νL + νLν

C
L

)
(2.12)

can be constructed. Here, the superscript C represents charge conjugation. Moreover, if we again
introduce a right-chiral neutrino singlet, also mass terms of the following form are possible:

Lmass
M,R ∝ −

MR
2

(
νCRνR + νRν

C
R

)
. (2.13)

Since this term does not require any interaction with the Higgs field, the Majorana mass MR can be
arbitrarily large.
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seesaw mechanism The various mass terms discussed above can be combined and written
compactly using the following matrix representation:

Lmass = −
1

2

(
νL νCR

)(
ML mD

mD MR

)
︸ ︷︷ ︸

M

(
νCL

νR

)
+ h.c. (2.14)

By using the simplified assumption that ML = 0,mD �MR, and diagonalizing the mass matrix M,
we obtain the eigenvalues

m1 =
m2D
MR

and m2 =MR

(
1+

m2D
M2R

)
≈MR, (2.15)

which is called the Seesaw type I mechanism [80–83]. The first mass m1 corresponds to a light
eigenstate, whereas m2 corresponds to a heavy one. Therefore, the mechanism provides a natural
way of generating a small neutrino mass, while the Yukawa coupling constant is compatible with
those of other particles. It should be noted that there are also other types of Seesaw mechanisms that
are not discussed here. More detailed information can be found in [84].

2.3.2 Direct neutrino mass measurements

One way of probing the neutrino mass is via precision measurements of the kinematics of single beta
decay or electron capture (EC). Such direct neutrino mass searches have the advantage that they are
model-independent and do not depend on the nature of the neutrino. In contrast, they give the
weakest limits on the neutrino mass [9]. The mass observable in both cases is the effective mass mβ
of the electron (anti)neutrino, which is the incoherent sum of the neutrino mass eigenstates (each
eigenstate contributes individually but cannot be resolved experimentally at the moment):

mβ =

√√√√ 3∑
i=1

|Uei|
2m2i . (2.16)

In single beta decay, the released energy Qβ is shared between the decay products. The daughter
nucleus receives a recoil energy Erec, while the remaining energy, the so-called endpoint E0, is split
between the electron and the electron antineutrino with energies Ee and Eν̄ [85]:

E0 = Qβ − Erec = Ee + Eν̄. (2.17)

Since the emitted antineutrino takes away at least the energy corresponding to its rest mass, the
maximum energy the electron can receive is E0 −mβ. Consequently, a non-vanishing neutrino
mass distorts the electron energy spectrum in the vicinity of the endpoint, as illustrated in Fig. 2.3.
Typically, the isotope tritium is used for direct neutrino mass searches using single beta decay.
This is due to its short half-life (T1/2 = 12.3 yr) and a comparably low endpoint (E0 ≈ 18.6 keV).
The recent most stringent upper limit on the electron antineutrino mass was obtained by the
world-leading Karlsruhe Tritium Neutrino (KATRIN) experiment, the successor of the Mainz and
Troitsk experiments, with mβ < 1.1 eV (90% CL) [8]. After an effective data taking time of three
years, KATRIN targets to reach a final sensitivity on the neutrino mass of 0.2 eV.

A related and complementary approach for direct neutrino mass searches is the measure-
ment of electron capture reactions, commonly using the nuclide 163Ho. The imprint of the neutrino
mass is comparable to the one in single beta decay, i.e. a spectral distortion in the region of the
decay energy QEC. The electron capture spectrum is measured calorimetrically (source embedded
in absorber), i.e. the energy released in the absorber is converted into a temperature rise read out
by a sensitive thermo sensor. To this end, the ECHo experiment uses metallic magnetic calorime-
ters (MMCs) [86], whereas HOLMES uses transition-edge sensors (TESs) [87]. The experiments are
designed to reach sub-eV sensitivity on the electron neutrino mass.
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Figure 2.3: Differential electron energy spectrum of single beta decay of tritium (3H → 3He + e− + νe). The
signature of an electron antineutrino with a mass of mβ = 1 eV (mβ = 2 eV) can be clearly identified
by the spectral distortion in the vicinity close to the endpoint as shown in the right plot. Data
provided by C. Karl.

2.3.3 Cosmology

Another probe of neutrino mass is provided by cosmological observations, in particular cosmological
structure formation. Due to their vast abundance6, neutrinos had a significant impact on the struc-
ture formation in the early universe. After decoupling from the early universe plasma at timescales
of about 1 s, neutrinos were still relativistic over a long period of time with a large free streaming
length7. The structures that we observe today were formed by small density fluctuations that grew
in size due to gravitational clustering. By acting as hot dark matter, relic neutrinos mitigated this
growth by washing-out structures (carrying away matter) on scales smaller than the free stream-
ing length. The relic neutrino contribution to the non-relativistic energy density is accessible via
cosmology by measuring the matter distribution of the universe. Finite neutrino mass results in a
suppression of the matter power spectrum at small scales [88]. The relevant observable is the sum of
the three neutrino mass eigenstates:

mΣ =

3∑
i=1

mi. (2.18)

Assuming the existence of three massive neutrinos and the validity of the ΛCDM model, by combin-
ing data from measurements of the cosmic microwave background (CMB), polarization, gravitational
lensing effects, as well as large scale structure information from baryonic acoustic oscillations (BAO),
a very stringent upper limit of mΣ < 0.12 eV (95% CL) is obtained [66, 89]. It should be noted
here that other combinations of astrophysical data or the introduction of additional cosmological
parameters8 give much less stringent limits. A current more conservative limit is on the order of
mΣ < 0.3 eV [9]. In general, one of the drawbacks of neutrino mass determination via cosmology is
the strong dependence of the results on the underlying cosmological model.

6 Today there are about 339 relic neutrinos/cm3 from the Big Bang in the cosmos [59].
7 The free streaming length is the distance a neutrino can travel before it gets non-relativistic.
8 The minimal cosmological model uses > 6 parameters, e.g. Hubble constant, baryonic matter fraction, etc.
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2.4 double beta decay

2.4.1 Overview

two-neutrino double beta decay Typically, a nucleus with an excess of neutrons gradually
converts into a more stable nucleus via single beta decay, cf. Ch. 2.1. In some (even-even) nuclei,
however, single beta decay is energetically forbidden or highly suppressed, while the simultaneous
occurrence of two beta decays, the so-called two-neutrino double beta decay (2νββ decay) is the only
SM-allowed decay mode, see Fig. 2.4. In this rare nuclear decay, two neutrons in the parent nu-
cleus (A,Z) are converted into two protons in a daughter nucleus (A,Z+ 2) via the weak interaction,
and two electrons, as well as two electron antineutrinos are emitted:

2n→ 2p+ 2e− + 2νe. (2.19)

The process is visualized in Fig. 2.5 and the corresponding Feynman diagram is illustrated
in Fig. 2.6a. Since two leptons and two antileptons are emitted, lepton number is conserved (∆L = 0).
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Figure 2.4: Mass parabolas for even-even and odd-odd nuclei (using the example of isobars with mass num-
ber A = 76). Isobars with even mass and atomic number lie on a lower parabola compared to those
with odd atomic number. Typically, transitions between the curves are realized via single beta de-
cay. In some cases, however, the neighboring isobar is energetically higher and single beta decay is
forbidden, e.g. 76Ge976As. Then, two-neutrino double beta decay is the only allowed decay mode.

Two-neutrino double beta decay is a second-order weak process that was first proposed in 1935

by M. Goeppert-Mayer [90]. So far, it has been observed experimentally in more than ten iso-
topes (e.g. 76Ge, 130Te, 136Xe, etc.) with a typical half-life of T2ν

1/2
> 1018 yr [91]. The properties

of commonly studied isotopes are listed in Tab. 2.2. The decay rate or inverse of the half-life of
2νββ decay can be expressed as [92]

Γ2ν =
1

T2ν
1/2

= G2ν · g4A · |mec2 ·M2ν|2, (2.20)

where G2ν denotes the phase space factor, gA the axial-vector coupling constant, me the electron
mass, and M2ν the nuclear matrix element (NME). The estimation of the axial-vector coupling con-
stant is matter of debate: When comparing the measured and predicted 2νββ decay rates of several
isotopes, the experimental values are systematically smaller than the estimated ones. This problem
could be due to a quenching of gA, induced by limitations inherent to the underlying models, many-
body currents or non-nucleonic degrees of freedom [93, 94]. While for a free nucleon the coupling
constant has a value of gA ≈ 1.27 [95], measured 2νββ decay rates can be described in terms of the
effective coupling constant

geff
A = gA ·A−γ, (2.21)
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where γ takes values in the range 0.12 6 γ 6 0.18, depending on the nuclear model used [96–98].
Novel ab-initio calculations can model these effects in the NME and have shown that for single beta
decay, the discrepancy between experimental and theoretical decay rates can be resolved [99]. This
might be also the case for double beta decay in the near future. First results are already available for
the isotope 48Ca [100].
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Figure 2.5: Schematic illustration of two-neutrino double beta decay (2νββ decay) and neutrinoless double beta
decay (0νββ decay). Both processes are characterized by the simultaneous decay of two neutrons in
one nucleus into two protons. 2νββ decay is accompanied by the emission of two electron antineutri-
nos and two electrons. In contrast, in 0νββ decay only two electrons are emitted.

In 2νββ decay, the energy is shared between the two electrons and the two electron antineutrinos in
the final state (the nuclear recoil can be neglected). Therefore, the sum of the electron energy is a
continuum ranging from 0 keV to the Qββ-value of the decay, see Fig. 2.7. The spectral shape of the
continuous energy spectrum can be approximated by the following empirical relationship [101]:

dN
dE
≈ E ·

(
Qββ − E

)5 · (E4 + 10E3 + 40E2 + 60E+ 30). (2.22)
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Figure 2.6: Feynman diagrams of (a) 2νββ decay and (b) 0νββ decay assuming light neutrino exchange.

neutrinoless double beta decay Neutrinoless double beta decay (0νββ decay) is a hypo-
thetical lepton number-violating process (∆L = +2) that is forbidden in the SM and has not yet been
observed. It was proposed by W. H. Furry in 1939 [122–124]. Currently, the search for 0νββ decay
is the most practical way of establishing that massive neutrinos are Majorana fermions [66]. In the
decay, two neutrons in the parent nucleus are converted into two protons in a daughter nucleus and
two electrons are emitted:

2n→ 2p+ 2e−. (2.23)

The process is visualized in Fig. 2.5 and the corresponding Feynman diagram is shown in Fig. 2.6b.
The decay can only occur if the virtual neutrino emitted at the first vertex is absorbed as a virtual
antineutrino at the second vertex. This is only possible if the neutrino is identical to its antiparticle,
and thus a Majorana fermion, cf. Ch. 2.3.1. Independent of the mechanism inducing it, the observa-
tion of 0νββ decay would not only prove the Majorana nature of the neutrino, but also the existence
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Table 2.2: Overview and properties of commonly studied ββ-decaying isotopes. The table lists the isotopes
including their decays and natural abundances [111], the Qββ-values [112], the phase space fac-
tors G0ν [92], the nuclear matrix elements M0ν for light neutrino exchange [113–121], and the half-
lives T2ν

1/2
of 2νββ decay.

Isotope Isotopic
Qββ (keV)

G0ν ∣∣M0ν∣∣ T2ν
1/2

(yr)
and decay abundance (%) (10−15 yr−1)

48Ca→ 48Ti 0.187(21) 4268.08(8) 24.81 0.30− 2.94 (6.4+0.7
−0.6

+1.2
−0.9) · 1019 [102]

76Ge→ 76Se 7.73(12) 2039.060(10) 2.363 2.66− 6.04 (1.926± 0.094) · 1021 [103]
82Se→ 82Kr 8.73(22) 2997.9(5) 10.16 2.72− 5.40 (8.60± 0.03+0.19

−0.13) · 1019 [104]
96Zr→ 96Mo 2.80(9) 3356.03(7) 20.58 2.83− 6.47 (2.35± 0.14± 0.16) · 1019 [105]

100Mo→ 100Ru 9.82(31) 3034.36(17) 15.92 3.90− 6.58 (7.12+0.18
−0.14 ± 0.10) · 1018 [106]

116Cd→ 116Sn 7.49(18) 2813.49(13) 16.70 3.10− 5.52 (2.63+0.11
−0.12) · 1019 [107]

130Te→ 130Xe 34.08(62) 2527.510(10) 14.22 1.70− 6.41 (8.2± 0.2± 0.6) · 1020 [108]
136Xe→ 136Ba 8.8573(44) 2457.8(3) 14.58 1.11− 4.77 (2.165± 0.016± 0.059) · 1021 [109]
150Nd→ 150Sm 5.638(28) 3371.38(20) 63.034 1.71− 5.46 (9.34± 0.22+0.62

−0.60) · 1018 [110]

of BSM physics that could explain the dominance of baryonic matter over antimatter in our universe
via Leptogenesis [84]. In particular, a lepton-number violating process could be linked to Baryon
number violation via standard model sphaleron processes, i.e. non-perturbative solutions to the
electroweak field equations [88, 125, 126]. Together with the two other Sakharov conditions (C and
CP violation, interactions out of thermal equilibrium), these are necessary (but not sufficient) criteria
for the dynamic production of a baryon asymmetry [127]. Moreover, together with measurements
from cosmology and direct neutrino mass measurements, 0νββ decay can provide information on
the absolute neutrino mass scale and ordering, cf. Ch. 2.4.2. In general, the decay can be mediated
by various mechanisms. The simplest is based on the exchange of light massive Majorana neutrinos.
Other channels involve non-standard interactions such as right-handed currents or the exchange
of supersymmetric particles [9, 128], and are not considered here. Independent of the mediating
mechanism, any realization that allows 0νββ decay to occur would result in a non-zero effective
Majorana mass term as described by the Schechter-Valle theorem [123, 129].
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Figure 2.7: Experimental signature of 0νββ decay: Gaussian peak at theQββ-value (Qββ ≈ 2039 keV for 76Ge) for
a given half-life T0ν

1/2
above the two-neutrino double beta decay (2νββ decay) continuum. The peak

width and amplitude (see inset) are determined by the finite energy resolution of the detectors. The
expected distribution of 2νββ decay events is shown assuming the half-life measured by the GERDA
experiment [103, 130]. Data provided by Y. Kermaïdic.

The final state of 0νββ decay consists of the daughter nucleus and two electrons. Due to the huge
mass difference between the nucleus and the two emitted leptons (typically five orders of magni-
tude), the nuclear recoil can be neglected [58, 94]. Therefore, since there are no neutrinos in the
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final state, the emitted electrons share the total energy Qββ released in the decay. Consequently, the
experimental signature of 0νββ decay is a mono-energetic peak centered at the Qββ-value as illus-
trated in Fig. 2.7. The Qββ-value is usually well measured, e.g. in high-precision atomic traps, and
the peak width is solely determined by the finite energy resolution of the detectors in 0νββ decay
experiments [9]. The expected half-lives of 0νββ decay are much higher than in the case of 2νββ de-
cay, since T0ν

1/2
is inversely proportional to the square of the neutrino mass, cf. Ch. 2.4.2. Therefore,

the rejection of backgrounds, particularly in the region of interest (ROI) around the Qββ-value, is of
major importance in 0νββ decay searches.

2.4.2 Effective Majorana mass

In the following, it is assumed that 0νββ decay is mediated by the exchange of light Majorana
neutrinos and that only the three known neutrinos participate in the process. The mass observable
in 0νββ decay is the effective Majorana mass 〈mββ〉. It can be related to the decay rate (Γ0ν) or inverse
of the decay half-life (T0ν

1/2
) via

Γ0ν =
1

T0ν
1/2

= g4A ·G0ν · |M0ν|2 ·
〈mββ〉2
m2e

⇔ 〈mββ〉 =
me

g2A · |M0ν|
·
√

1

T0ν
1/2
·G0ν . (2.24)

Here, G0ν = G0ν(Qββ,Z) ∝ Q5ββ describes the phase space factor that depends on the Qββ-value and
on the atomic number Z [9]. Moreover,

∣∣M0ν∣∣ denotes the NME describing the nuclear structure of
the parent, intermediate, and daughter nuclei. For the axial-vector coupling constant, it is current
convention to use an unquenched value9 of gA ≈ 1.27 [95]. The phase space factor is calculable
precisely and recent calculations state a value of G0ν = 2.363 · 10−15 yr−1 for the isotope 76Ge [92].
In contrast, the NME is obtained from nuclear theory (many-body problem) and its calculation has
large theoretical uncertainties. Depending on the actual nuclear model10, values differ by a factor
of two to three. More accurate calculations11 are highly desirable since the NME is crucial for the
interpretation of the effective Majorana mass. More detailed information on the current status of
NME calculations for different 0νββ-decaying isotopes can be found in [95, 113, 117, 121, 131]. For
the isotope 76Ge, values in the range 2.66 6

∣∣M0ν∣∣ 6 6.04 are currently considered [113, 115].

From the theoretical point of view, the effective Majorana mass is a coherent12 sum of the
different neutrino mass eigenstates mi weighted with the neutrino mixing matrix elements Uei:

〈mββ〉 =
∣∣∣∣∣∑
i

U2eimi

∣∣∣∣∣ =
∣∣∣∣∣∑
i

|Uei|
2mie

iαi

∣∣∣∣∣ . (2.25)

In the three-flavor case together with the standard parameterization in Eq. (2.6), this can be written as

〈mββ〉 =
∣∣∣m1 |Ue1|

2 +m2 |Ue2|
2 e2iα +m3 |Ue3|

2 e2iβ
∣∣∣ . (2.26)

Even though this allows for cancellations, a full cancellation is only possible for a limited range
of m1 in the NO regime. Fig. 2.8 shows a geometrical interpretation of Eq. (2.26) as a vector sum.
Expanding Eq. (2.26) using Eq. (2.6) and the substitutions 2α(β)→ α(β) and 2(−δ+β)→ β yields

〈mββ〉 =
∣∣∣c212c213m1 + s212c213m2eiα + s213m3e

iβ
∣∣∣ (2.27)

=
√
a21 + a

2
2, (2.28)

where

a1 = c212c
2
13m1 + s

2
12c

2
13m2 cosα+ s213m3 cosβ, (2.29)

a2 = s212c
2
13m2 sinα+ s213m3 sinβ. (2.30)

9 As of yet it is unknown if the quenching in 2νββ and 0νββ decay is the same.
10 The four main models are the quasi-particle random phase approximation (QRPA), the nuclear shell model (NSM), the

interacting boson model (IBM), and the energy density functional (EDF). It is generally accepted that all these models neglect
certain aspects of nuclear physics, different in each case [10].

11 The difficulty of NME calculations arises from the fact that one has to deal with a many-body problem, i.e. the initial- and
final-state nuclear wave functions need to be known. Currently, precise calculations of the nuclear structure are only possible
for systems characterized by a low mass number [9].

12 The term coherent refers to the CP-violating phases in the PMNS matrix that can lead to a destructive interference.
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Figure 2.8: Interpretation of the effective Majorana mass 〈mββ〉 as a vector sum. The m1 component has no
Majorana phase (choice in PMNS matrix).

The effective Majorana mass in Eq. (2.28) can be expressed as a function of other neutrino mass
observables. Fig. 2.9 shows the allowed 〈mββ〉 parameter space as a function of the lightest neutrino
mass mlightest, the neutrino mass mβ from direct mass measurements, and the sum mΣ of the neu-
trino mass eigenstates. The bands corresponding to the NO and IO are based on the definitions
in Eqs. (2.8) and (2.9), respectively. The size of the bands are driven by the unknown Majorana
phases α and β that are varied in the interval [0, 2π].
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Figure 2.9: Correlation of the different neutrino mass observables: (a) Effective Majorana mass 〈mββ〉 as a
function of the lightest neutrino mass mlightest, (b) the neutrino mass mβ from direct mass mea-
surements, and (c) the sum mΣ of the neutrino mass eigenstates. The plots show the allowed
〈mββ〉 regions for the normal ordering (NO, blue bands) and the inverted ordering (IO, green
bands). The bands correspond to the best fit values of neutrino oscillation parameters from [76].
The phases α and β are varied in the interval [0, 2π]. 3σ uncertainty bands are obtained by prop-
agating the uncertainties on the mixing angles and squared mass differences. The plots also show
the allowed 〈mββ〉 ranges of former (GERDA, Majorana Demonstrator), current (LEGEND-200),
and future (LEGEND-1000) 76Ge-based 0νββ decay experiments (with the horizontal dashed lines
representing the lower bounds). Moreover, the sensitivity of the KATRIN experiment on mβ, and the
most stringent limit from cosmological observations on mΣ are indicated by the vertical lines. Plot
first introduced in [132].

As can be seen from the figure, in the NO for values mlightest . 10−3 eV, the effective Majorana
mass is distributed on a flat area. In the range 10−3 eV . mlightest . 10−2 eV, 〈mββ〉 can vanish due
to the combination of Majorana phases, even though all mi are non-vanishing. For higher values
of mlightest, the IO and NO bands are overlapping. This region corresponds to the so-called quasi-
degenerate regime in which the overall mass scale dominates the ordering, i.e. m1 ≈ m2 ≈ m3
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(mass splittings do not play a role). The plots also show that a limit on the effective Majorana mass
of 〈mββ〉 . 20meV would disfavor Majorana neutrinos in the IO. This can be tested with future
0νββ decay experiments, e.g. LEGEND-1000, cf. Ch. 4.3.2, that will fully cover the IO range. The
〈mββ〉 ranges of former, current, and future 76Ge-based 0νββ decay experiments shown in Fig. 2.9
were calculated using Eq. (2.24). The sizes of these ranges reflect the large uncertainties of the
NMEs. Current experiments probe values of the effective Majorana mass of O(100meV). The figure
also indicates the predicted sensitivity of direct neutrino mass measurements with the KATRIN
experiment (mβ = 0.2 eV), cf. Ch. 2.3.2, and the most stringent limit on the sum of the neutrino
masses obtained from cosmological observations (mΣ < 0.12 eV), cf. Ch. 2.3.3. It is worthwhile to
mention that currently there are no tensions between the different mass observables [133].

2.4.3 Experimental sensitivity

One of the key parameters in experimental 0νββ decay searches is the sensitivity on the half-life T0ν
1/2

.
An expression for the sensitivity can be derived by comparing the number of expected signal
events (NS) to the number of background events (NB). The former quantity is given by the prod-
uct of the initial number Nββ of 0νββ-decaying isotopes, the probability P(t) to decay after a certain
measurement time t, and the total detection efficiency εdet:

NS = Nββ · P(t) · εdet. (2.31)

The probability can be calculated according to

P(t) =
1

τ

∫t
0

exp
(
−
t′

τ

)
dt′ = 1− exp

(
−
t

τ

)
≈ t

τ
, (2.32)

where τ = T0ν
1/2
/ log(2). In the last step, a Taylor expansion was used for the exponential since t� τ.

The initial number of isotopes in a material with total mass M, atomic mass ma and enrichment
fraction fenr can be expressed as [58]

Nββ =
M

ma
· fenr. (2.33)

Therefore, the number of expected signal events can be written as

NS =
log(2)
ma

· fenr · εdet

T0ν
1/2

·M · t. (2.34)

The product M · t of the detector mass and the measurement time is usually denoted as exposure.
On the other side, the number of background events induced by cosmic radiation and radioactive
contaminations is given by [58]

NB = BI ·∆E ·M · t, (2.35)

where BI denotes the background index (usually expressed in terms of cts/(keV · kg · yr) or equally
cts/(FWHM · t · yr)), representing the background level in the ROI, and ∆E a certain energy window
around the Qββ-value (typically chosen equal to the energy resolution of the detector). For a signal
discovery (evidence), the number of signal events (NS) needs to be 5σ (3σ) away from the number of
background events (NB). Assuming Poissonian statistics and using Eqs. (2.34) and (2.35), one obtains
at the 3 σ level

NS > 3
√
NB (2.36)

⇔T0ν1/2(3σ DS) ∝ log(2)
ma

· fenr · εdet ·
√

M · t
BI ·∆E (2.37)

For the next generation of 0νββ decay experiments, it is crucial to stay in a background-free regime,
i.e. in an environment in which the BI is so low that the expected number of background events
is below one count (NB . 1) within the energy region of interest at a given exposure M · t. In this
case, the sensitivity scales linearly with the exposure. The two different cases can be summarized as
follows:

T0ν1/2(3σ DS) ∝

fenr · εdet ·
√

M·t
BI·∆E , with background,

fenr · εdet ·M · t, background-free.
(2.38)
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As can be seen from Eq. (2.38), there are several ways to increase the experimental sensitivity. In
particular, it is preferable to have a high enrichment fraction fenr, a high detection efficiency εdet,
a large exposure M · t, a low background index BI, and a good energy resolution ∆E. Future 0νββ
decay experiments will operate some hundred kilograms (up to the tonne-scale) of isotope mass
for several years. In the presence of backgrounds, the sensitivity scales with the square root of the
exposure. This decreases the signal discovery sensitivity considerably as shown for the example of
the isotope 76Ge in Fig. 2.10.

LEGEND-1000

LEGEND-200

GERDA/MJD

Figure 2.10: Signal discovery sensitivity for the isotope 76Ge as a function of exposure. To increase the dis-
covery sensitivity, one needs to stay close to the background-free regime (solid blue line). The
presence of backgrounds (dashed lines) reduces the sensitivity considerably. The blue band shows
the allowed region of the inverted mass ordering regime corresponding to an effective Majo-
rana mass of 〈mββ〉 = 10− 17meV (assuming the worst case nuclear matrix element and an un-
quenched axial-vector coupling constant gA). The width of the band is due to the uncertainty
of the matrix element. The red lines indicate the goal of LEGEND-1000 with a targeted back-
ground of BI < 0.03 cts/(FWHM · t · yr) and a sensitivity on the half-life of T0ν

1/2
> 1028 yr. Adpated

from [134–136].

2.4.4 Status and prospects of 0νββ decay searches

2.4.4.1 Overview

A vigorous worldwide experimental program is currently underway to search for the rare 0νββ de-
cay in several candidate isotopes (e.g. 76Ge, 82Se, 100Mo, etc.). In this section, some design-
considerations of 0νββ decay experiments are discussed, including the choice of isotopes and the
various detection technologies.

isotope choices The properties of some of the commonly studied ββ-decaying isotopes are
summarized in Tab. 2.2. Given Eq. (2.38), to increase the experimental sensitivity on the 0νββ decay
half-life, an ideal isotope should be deployable in large quantity. Moreover, there should be the possi-
bility to enrich the material at reasonably low cost. Most of the candidate isotopes have abundances
between ∼ 0.19% (48Ca) and ∼ 34% (130Te). The Qββ-values of the considered isotopes are in the
range 2MeV . Qββ . 4MeV, see Tab. 2.2. An optimal 0νββ decay isotope would have a Qββ-value
above the endpoint of environmental radioactivity background. Since most of the typical radioactive
contaminants do not emit radiation above the 2.6MeV 208Tl gamma line, a reaction endpoint higher
than this value is preferred. The correlation between the Qββ-value and the isotopic abundance of
various isotopes is depicted in Fig. 2.11. Finally, the selected technology should encompass a high
energy resolution, and a high detection efficiency. The latter can be significantly enhanced by using
a source medium that is equal to the detector medium.
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Figure 2.11: Correlation between the Qββ-value and the isotopic abundance of various ββ-decaying isotopes.
The grey dashed line indicates the 2.6MeV 208Tl gamma line. In general, the higher the natural
abundance and the Qββ-value, the more suited is the isotope. Data from [111, 112].

Unfortunately, there is no isotope that combines all favorable properties, and design choices have to
be made to optimize a subset of these parameters [9, 137]. Since designing a 0νββ decay experiment
essentially depends on the characteristics of the selected isotope, various detection technologies have
been developed. Much experimental progress has been made since the first searches for 0νββ decay
were performed [138–140]. Nowadays, the main technologies used within the field may be classi-
fied as semiconductor detectors, cryogenic bolometers, isotope-loaded liquid scintillator detectors,
time projection chambers (TPCs), and tracking calorimeters [9, 10]. Semiconductor detectors are of
particular importance for the work presented in this thesis and are addressed in detail in Ch. 3.
The other technologies will be discussed briefly in the following paragraphs. The most stringent
current limits on the 0νββ decay half-life and the effective Majorana mass of various isotopes are
listed in Tab. 2.3. Furthermore, an overview of the experimental landscape of current and future
0νββ decay experiments is shown in Fig. 2.12.

SNO+

KamLAND-Zen

Candles

NEMO-3
SuperNEMO

NEXT

EXO-200
nEXO

GERDA
LEGEND

MAJORANA DEMONSTRATOR

Ionization

CUORE

CUORE-0

CUPID-0

CUPID-Mo

CUPID

AMoRE

Figure 2.12: Landscape of current and future 0νββ decay experiments. The experiments are categorized accord-
ing to their detection technique: ionization, scintillation (light), and phonons (heat). Several experi-
ments deploy various techniques to increase their experimental sensitivity. Plot idea from [141].
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Table 2.3: Overview of limits on the 0νββ decay half-life T0ν
1/2

(90% CL) and on the effective Majorana
mass 〈mββ〉 (assuming light Majorana neutrino exchange) from recent measurements for the isotopes
76Ge, 82Se, 100Mo, 130Te, and 136Xe.

Isotope Experiment T0ν
1/2

(1025 yr) 〈mββ〉 (meV)

76Ge
GERDA [130] >18 <79− 180

Majorana Dem. [142] >2.7 <200−433
82Se CUPID-0 [143] >0.35 <311−638

100Mo
NEMO-3 [144] >0.11 <330−620

CUPID-Mo [145] >0.14 <310−540
130Te CUORE [146] >3.2 <75− 350

136Xe
EXO-200 [147] >3.5 <93− 286

KamLAND-Zen [148] >10.7 <61− 165

cryogenic bolometers Bolometers are cryogenic detectors that are operated at temper-
atures of ∼ 10 − 20mK. Typically, they consist of an absorber crystal (e.g. TeO2, 116CdWO4,
Zn82Se, Li2100MoO4, etc.) containing the ββ-decaying isotope. The absorber is connected to a
low-temperature thermal bath via a thermal coupling. Energy depositions are registered as a
temperature rise on the order of 100µK/MeV. To read out the minuscule temperate change, highly
sensitive phonon sensors such as neutron-transmutation-doped (NTD) Ge or Si thermistors, MMCs,
and TESs are used. Due to excellent counting statistics in the phonon channel, bolometers have an
excellent energy resolution comparable to the one of semiconductor detectors [9, 149].

The CUORE (Cryogenic Underground Observatory for Rare Events) experiment at the under-
ground Laboratori Nazionali del Gran Sasso (LNGS) in Italy operates an array consisting of
988 TeO2 absorber crystals with a total mass of about 206 kg of candidate isotope 130Te. The
bolometers are cooled to a temperature of ∼ 11mK using a 3He/4He dilution refrigerator. In the
latest data release, encompassing a total exposure of M · t = 372.5 kg · yr, a lower limit on the 0νββ
decay half-life of 130Te of T0ν

1/2
> 3.2 · 1025 yr (90% CL) was obtained. In addition, a background

of BI = (1.38 ± 0.07) · 10−2 cts/(keV · kg · yr) was observed in the ROI, largely dominated by
alpha particles emitted at the detector surface [146]. By using scintillating absorber crystals and
measuring both the heat and light signal, particle identification and discrimination becomes
possible: Surface alphas can be suppressed since they emit a different amount of light than beta
and gamma particles [150]. This approach is currently being pursued by the CUPID collaboration
that plans to operate an array of 1500 scintillating Li2100MoO4 crystals with a total mass of 250 kg
of 100Mo (enrichment > 95%) [151]. A similar effort is pursued by the AMoRE collaboration that
deploys 100 kg of 100Mo in > 95% enriched Ca100MoO4 crystals at Y2L in South Korea [152].

scintillator detectors Even though liquid scintillator detectors have a comparably poor
energy resolution, they are an attractive technology for 0νββ decay searches since they allow for
relatively simple mass scalability. The scintillating liquid is used as a matrix for the ββ-decaying
isotope and can be purified to very low radioactive levels. Energy depositions are registered via
the detection of the (typically wavelength-shifted) scintillation light using photosensors such as
PMTs [9].

The KamLAND-Zen collaboration deploys several tonnes of liquid scintillator doped with
136Xe contained in a transparent nylon mini-balloon. The mini-balloon is suspended in liquid
scintillator at the center of an outer balloon. In the KamLAND-Zen 400 experiment, 320 − 380 kg
of 136Xe were loaded in two phases from 2011 to 2015. A lower limit on the decay half-life of
T0ν
1/2

> 1.07 · 1026 yr (90% CL) was obtained for an exposure of M · t = 504 kg · yr [148]. Currently,

the KamLAND-Zen 800 experiment operates 750 kg of 136Xe in a new clean mini-balloon. In the
future, the collaboration plans to operate over one tonne of enriched xenon with an improved
energy resolution in the KamLAND2-Zen experiment.
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The SNO+ experiment at SNOLAB in Canada consists of a 12m diameter acrylic vessel filled
with 780 t of tellurium-loaded liquid scintillator. The scintillation light is read out by ∼ 9300 inward
facing PMTs. A first loading with 0.5% in natural tellurium has started in 2019 [153].

time projection chambers The main appeal of time projection chambers (TPCs) as detectors
for 0νββ decay searches is the combination of mass scalability and the possibility of enhanced
background discrimination capabilities. TPCs use a detection medium, typically xenon, that allows
to simultaneously read out the scintillation and the ionization signal. While the ionization electrons
are drifted towards an electrode (charge collection grid) by means of an electric field, the prompt
scintillation light is detected via photosensors. The combination of these signals allows for energy
and position reconstruction. Moreover, the different ionization-to-scintillation ratios for alpha and
beta/gamma particles can be exploited to reject backgrounds. Xenon TPCs have several additional
advantages: the isotope can be enriched, is easy to purify, is self-shielding, and can be built for both
liquid and gas phases [9].

In the EXO-200 experiment, 110 kg of liquid xenon, enriched to 80.6% in 136Xe, were oper-
ated in a cylindrical single-phase TPC. Data taking proceeded in two phases and ended in 2018.
For a total exposure of M · t = 234.1 kg · yr, no statistically significant evidence for 0νββ decay was
observed. A lower limit on the decay half-life of T0ν

1/2
> 3.5 · 1025 yr (90% CL) was obtained. The

planned tonne-scale successor to EXO-200, nEXO, targets a sensitivity on the a half-life of about
1028 yr [9, 109, 147, 154].

The NEXT collaboration plans to operate a high-pressure gas-phase xenon TPC. In this less
dense detection environment, individual electron tracks can be resolved. This allows for an excellent
event topology reconstruction and thus additional background rejection. NEXT-100, a pilot project
at LSC in Spain, has just started operation [9, 155, 156]. A similar approach is currently being
pursued at CJPL with PandaX III [157].

tracking calorimeters In contrast to the detection technologies discussed above, in tracking
calorimeters the ββ-decaying source is not equal to the detector. Typically, a multilayer detection
strategy is applied: A thin foil of source material is surrounded by a low-pressure gas tracker (elec-
tron track reconstruction) and a calorimetric layer (energy reconstruction). While the technique
provides excellent topological information, mass scalability is rather limited [9].

The NEMO-3 facility studied multiple 0νββ decay isotopes, mostly 100Mo. A demonstrator
module of the next-generation detector, SuperNEMO, with 6.3 kg of 82Se is currently under
commissioning at the LSM underground laboratory in France [102, 110, 144, 158, 159].

2.4.4.2 0νββ decay searches in 76Ge

advantages of the isotope
76

ge The search for 0νββ decay with germanium semiconductor
detectors has a 50 year-long history. This can be related to the fact that germanium as an isotope with
32 protons and 44 neutrons has several advantages. First, germanium detectors are an established
radiation detection technology with an excellent energy resolution of about 0 .1% FWHM (full width
at half maximum) in the ROI at the Qββ-value of Qββ = 2039 .06 keV [189]. This is important to
effectively suppress the intrinsic background contribution from 2νββ decay, particularly events from
the high-energy tail, see Fig. 2.7. In addition, germanium detectors are intrinsically pure (impurities
are removed during crystal growing) and can be enriched from 7 .7% to above 92% in the ββ-
decaying isotope 76Ge [9, 190]. Another advantage is that the detector is equal to the source. This
translates into a high signal detection efficiency of εdet ≈ 80% [94]. Furthermore, germanium has a
high density and thus a large stopping power. The topology of a 0νββ decay event in the detector is an
energy deposition at a single site. This can be exploited to apply pulse shape discrimination (PSD)
methods to powerfully reject background events with a different event topology (e.g. Compton-
scattered gammas or surface events), cf. Ch. 4.1.2. Due to the distinct advantages discussed above,
germanium detectors constitute one of the most auspicious technologies for next-generation 0νββ
decay searches exploiting the tonne-scale.
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Table 2.4: Chronology of lower limits on the 0νββ decay half-life T0ν
1/2

of the isotope 76Ge. The claims from part
of the HdM collaboration are denoted as HdM-KK.

Experiment Date T0ν
1/2

(yr)

Milano 1967 > 3.1 · 1020 (68% CL) [140]

Milano 1970 > 1.2 · 1021 (68% CL) [160]

Milano 1973 > 5.0 · 1021 (68% CL) [161]

PNL-USC 1983 > 1.7 · 1022 (90% CL) [162]

Caltech 1984 > 1.7 · 1022 (68% CL) [163]

GDK 1984 > 3.2 · 1022 (68% CL) [164]

Milano 1984 > 5.0 · 1022 (68% CL) [165]

Milano 1984 > 1.2 · 1023 (68% CL) [166]

PNL-USC 1985 > 7.0 · 1022 (68% CL) [167]

PNL-USC 1985 > 1.16 · 1023 (68% CL) [168]

Milano 1986 > 1.65 · 1023 (68% CL) [169]

Gotthard 1989 > 2.7 · 1023 (68% CL) [170]

ITEP/YePI 1990 > 1.3 · 1024 (68% CL) [171]

Gotthard 1992 > 6.0 · 1023 (68% CL) [172]

HdM 1992 > 1.4 · 1024 (90% CL) [173]

HdM 1995 > 5.6 · 1024 (90% CL) [174]

IGEX 1996 > 4.2 · 1024 (90% CL) [175]

Experiment Date T0ν
1/2

(yr)

HdM 1997 > 7.4 · 1024 (90% CL) [176]

IGEX 1999 > 8.0 · 1024 (90% CL) [177]

IGEX 2000 > 1.57 · 1025 (90% CL) [178]

HdM 2001 > 1.9 · 1025 (90% CL) [179]

HdM-KK 2001 (1.5+1.6
−0.5) · 1021 [180]

IGEX 2003 > 1.6 · 1025 (90% CL) [181]

HdM-KK 2004 (1.19+0.37
−0.23) · 1025 [182]

HdM-B 2005 > 1.55 · 1025 (90% CL) [183]

HdM-KK 2006 (2.23+0.44
−0.31) · 1025 [184]

GERDA 2013 > 2.1 · 1025 (90% CL) [185]

GERDA 2017 > 5.3 · 1025 (90% CL) [186]

Mjd 2018 > 1.9 · 1025 (90% CL) [187]

GERDA 2018 > 8.0 · 1025 (90% CL) [188]

Mjd 2019 > 2.7 · 1025 (90% CL) [142]

GERDA 2019 > 0.9 · 1026 (90% CL) [133]

GERDA 2020 > 1.8 · 1026 (90% CL) [130]

historical overview A chronology of the searches for 0νββ decay in the isotope 76Ge and
the associated lower limits on the decay half-life are listed in Tab. 2.4. In addition, a graphical
representation of the chronology is shown in Fig. 2.13. First experiments searching for the rare de-
cay started in the 1960 − 70’s. A research group at Milano University obtained a lower limit of
T 0ν
1/2

> 3 .1 · 1020 yr (68% CL) on the 0νββ decay half-life. Subsequent experimental efforts by var-

ious groups led to lower limits of T 0ν
1/2

& 1023 yr. The sensitivity could be enhanced significantly,
since experiments started their operation in underground laboratories [160]. In addition, the intro-
duction of germanium detectors enriched up to about 85% in the isotope 76Ge further increased the
experimental sensitivity [171]. In the 1990’s, the Heidelberg-Moscow (HdM) and the International
Germanium Experiment (IGEX) collaboration operated several enriched detectors successfully for
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Figure 2.13: Chronology of lower limits on the 0νββ decay half-life of the isotope 76Ge. Values are taken from
Tab. 2.4. For several publications per year, only the strongest limit is illustrated. The limits up to
1992 correspond to 68% CL, while the more recent values correspond to 90% CL. The three claims of
part of the HdM collaboration are shown with red error bars. The values for LEGEND are targeted
sensitivities. Plot idea from [94].
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about a decade. They obtained limits on the decay half-life on the order of T0ν
1/2

& 1024 − 1025 yr.
In the years 2001, 2004 and 2006, H. V. Klapdor-Kleingrothaus and part of the HdM collaboration
claimed the discovery of 0νββ decay with half-lives as reported in Tab. 2.4 [180, 182, 184]. Strong
criticism was raised with respect to the deployed analysis procedures [191]. Recent results by the
Germanium Detector Array (GERDA) experiment, cf. Ch. 4.2.1, and the Majorana Demonstrator,
cf. Ch. 4.2.2, exclude these claims. The GERDA experiment obtained a lower limit on the decay half-
life of T0ν

1/2
& 1.8 · 1026 yr [130], the current best sensitivity of any 0νββ decay experimental program.

In the future, the Large Enriched Germanium Experiment for Neutrinoless ββ Decay (LEGEND) will
continue the search for the decay in the isotope 76Ge [11–14]. Pursuing a staged approach, the col-
laboration is targeting a signal discovery sensitivity on the decay half-life of higher than 1028 yr. The
rich physics program of LEGEND is presented in detail in Ch. 4.3.
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S E M I C O N D U C T O R D E T E C T O R S

Semiconductor detectors such as high-purity germanium (HPGe) detectors have been deployed
successfully in many radiation detection applications for decades. This is due to several distinct
advantages including a high energy resolution (many information carriers per pulse), fast timing
characteristics, and flexible geometries [192].

In this chapter, the working principle and characteristics of semiconductor detectors with a
focus on HPGe detectors for 76Ge-based 0νββ decay searches will be discussed. It should be noted
here that other semiconductor technologies such as CdZnTe [193] or complementary metal-oxide-
semiconductor (CMOS) pixel arrays [194] are also deployed to search for 0νββ decay [9]. However,
they are still in an early development stage and will not be discussed here.

In Ch. 3.1, the interaction of particles with matter is reviewed. The characteristics of semicon-
ductor materials and the principle of semiconductor detectors are described in Ch. 3.2. Finally, the
properties of HPGe detectors are discussed in Ch. 3.3.

3.1 interaction of particles with matter

A comprehensive knowledge of the interaction of particles with matter is important to understand
the radiation detection with semiconductor detectors. Depending on the properties of the incoming
particle and the characteristics of the absorber material, different interaction processes are possible.

3.1.1 Alpha particles

Heavy charged alpha particles (masses & 1GeV) traversing through matter interact electromagneti-
cally with the shell electrons of the atoms. They lose their energy through inelastic collisions with
the electrons leading to ionized atoms [39, 94]. For a single charged particle with velocity v = βc

traversing a material with number density N and atomic number Z, the ionization energy loss dE
per unit path length dx traversed is described by the Bethe formula [192]:

−

〈
dE
dx

〉
=
4πe4z2

mev2
NZ

[
log
(
2mev

2

I

)
− log

(
1−β2

)
−β2

]
. (3.1)

Here, ze describes the charge of the incoming particle in multiples of the electron charge (z = 2 for
alpha particles), me the electron rest mass, and I the average excitation and ionization potential of
the absorber material. The equation assumes that the mass of the incoming particle is much higher
than the electron mass. As a result, the energy transferred to the electron per interaction is much
smaller than the kinetic energy of the particle itself. In particular, the deflection of the incoming
heavy particle is negligible. The product NZ represents the electron density of the absorber material.
Materials with higher densities have a higher stopping power. Alpha particles with a charge of z = 2
ionize strongly due to the z2-dependence in Eq. (3.1). Therefore, they have a short mean free path and
their interaction basically takes place at a single site [39, 94, 192]. The average path length of alpha
particles in materials can be approximated by the continuous slowing down approximation1 (CSDA)
range. The CSDA range of alpha particles in germanium and liquid argon (LAr) is shown in Fig. 3.1a.
The plot shows that in both media alpha particles with an energy of a few MeV only traverse up to
several tens of micrometers.

1 The approximation assumes that the energy loss rate at every point along the track is equal to the total stopping power [195].
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(a) CSDA range of alpha particles in Ge and LAr.
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Figure 3.1: Ranges of (a) alpha particles and (b) electrons in germanium (Ge) and liquid argon (LAr). The range
is expressed in terms of the continuous slowing down approximation (CSDA). Data from [196].

3.1.2 Electrons and positrons

Electrons interact with matter via ionization or Bremsstrahlung. Compared to heavy charged
particles, such as alpha particles, they lose their energy at a lower rate. Since the electron mass
is equal to that of the orbital electrons with which it is interacting, the assumptions made
in Ch. 3.1.1 are no longer valid. More specifically, a larger fraction of the electron energy can be
lost and the deflection angle can be large [94, 192]. The energy loss due to ionization and exci-
tation in this case is more complex than for heavy charged particles and is reviewed in detail in [192].

The energy loss of electrons at low energies is dominated by ionization. Above a certain en-
ergy, the critical energy Ec, the main energy loss mechanism is Bremsstrahlung, whereby the
electron radiates a photon in the electrostatic field of a nucleus. The critical energy Ec, at which
both processes contribute equally, is related to the charge Z of the nucleus and can be approximated
by [39]

Ec ≈
800MeV

Z
, EGe

c ≈ 25MeV. (3.2)

Therefore, for electrons with energies up to a few MeV interacting in germanium, the energy loss is
driven by ionization. As for alpha particles, the average path length of electrons in materials can be
approximated by the CSDA range, see Fig. 3.1b. It can be observed that in germanium and in liquid
argon, electrons with an energy of a few MeV traverse up to several millimeters.

Most of the aforementioned processes are also valid for an incoming positron. However, when the
positron is almost at rest (Ee+ . 10 keV) and encounters another electron, they annihilate and two
511 keV photons are emitted back to back [94].

3.1.3 Gamma radiation

Gamma radiation is highly penetrating and its interaction with matter strongly depends on the
energy, and on the atomic number of the considered material. In radiation detection measurements,
the following interaction mechanisms are relevant:

1) Photoelectric absorption,

2) incoherent scattering (Compton scattering),

3) pair production and pair annihilation.
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At low energies, photoelectric absorption is dominant, whereas at higher energies pair production
has the largest cross section. Incoherent scattering is prevalent at intermediate energies. The attenu-
ation law of gamma rays in terms of the mass attenuation is given by the Beer-Lambert law [192]:

I(x) = I0e−(µ/ρ)λ, λ = ρx. (3.3)

Here, I(x) denotes the radiation intensity in the absorber, I0 the initial intensity, and µ/ρ the mass at-
tenuation coefficient, with µ the linear attenuation coefficient, and ρ the mass density of the medium.
The attenuation coefficient can be expressed as a sum of the cross sections of the different processes:

µ

ρ
∝

∑
i

σi ∝ σPA + σIS + σPP, (3.4)

where σPA,σIS,σPP describe the cross sections corresponding to photoelectric absorption, incoherent
scattering, and pair production. The total mass attenuation coefficient of germanium as a function of
the photon energy is illustrated in Fig. 3.2. As can be seen, at the Qββ-value of 76Ge, incoherent scat-
tering is the dominant process, while photoelectric absorption and pair production are subdominant.
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Figure 3.2: Attenuation coefficient µ/ρ in germanium as a function of the photon energy. The total attenuation is
proportional to the sum of the cross sections corresponding to photoelectric absorption, incoherent
scattering, and pair production/annihilation. At the Qββ-value of 76Ge, incoherent scattering is the
dominant process. Data from [197].

photoelectric absorption At low photon energies (in germanium up to about 150 keV,
see Fig. 3.2), photoelectric absorption is the dominant interaction mechanism. In this process, in-
cident gamma radiation interacts with an atom of the absorbing material. The complete photon
energy is transferred to one of the shell electrons which is subsequently emitted. The interaction cre-
ates an excited absorber atom with a vacancy in one of its bound shells. The de-excitation is realized
through the emission of characteristic X-ray photons or Auger electrons. If photoelectric absorption
takes place in a radiation detector and the full electron energy is absorbed in the active volume, a
characteristic peak, the full energy peak (FEP), will be present in the energy spectrum [94, 192].

compton scattering At higher photon energies, incoherent scattering (Compton scattering)
becomes relevant. In germanium, incoherent scattering is the dominating interaction process in the
energy range from about 150 keV to 8MeV, see Fig. 3.2. An incident gamma ray photon scatters
off a bound (incoherent scattering) or free electron (Compton scattering) in the absorbing material,
see Fig. 3.3. It is deflected through an angle θ (0 6 θ 6 π) with respect to its original direction. The
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electron recoils and carries away an angle-dependent portion of the initial photon energy Eγ. The
energy E′γ of the scattered photon can be related to Eγ via [192]

E′γ =
Eγ

1+
Eγ
mec2

(1− cos θ)
, (3.5)

where the term mec
2 denotes the rest mass of the electron. The electron recoil energy Ee is then

given by Ee = Eγ − E′γ. As can be deduced from Eq. (3.5), for small scattering angles θ only a
small amount of energy is transferred to the recoil electron. Since the electron and the scattered
photon share the energy, Compton scattering manifests itself as a continuum (Compton continuum)
in the energy spectrum measured with a radiation detector. The maximum electron recoil energy is
obtained in the case of a total deflection (θ = π):

max(Ee) = Ee(θ = π) =
2E2γ

2Eγ +mec2
. (3.6)

In the energy spectrum, this leads to a visible shoulder (Compton edge) at the energy max(Ee)
associated with a photon peak at the energy Eγ [94].
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Figure 3.3: Simplified illustration of Compton scattering. An incoming photon scatters off an electron and is
then deflected through an angle θ.

pair production and pair annihilation If the photon energy is at least as high as twice
the rest mass energy of the electron (2 · 511 keV = 1022 keV), the mechanism of pair produc-
tion becomes relevant. In germanium, the process is dominant for photon energies above ∼ 8MeV,
see Fig. 3.2. A photon interacts with a nucleus in the absorbing material and is converted into an
electron-positron pair (pair production), see Fig. 3.4. The pair shares the energy

Epair = Eγ − 2mec
2. (3.7)

After slowing down, the positron annihilates with another electron (pair annihilation) and emits two
511 keV photons back to back (for reasons of conservation of momentum):

e+ + e− → 2γ. (3.8)

The production of these photons creates a distinct event topology in a germanium detector. If pair
production and pair annihilation take place outside the detector, one of the two photons may enter
the active volume and fully deposit its energy. This leads to a characteristic gamma peak at 511 keV
in the energy spectrum, the annihilation peak. On the other side, if the processes take place inside
the detector volume, the following scenarios are possible:

1) If the two gammas are fully absorbed in the active volume, a gamma peak corresponding to
the full initial energy Eγ becomes visible in the energy spectrum, the full energy peak (FEP).

2) In contrast, if one gamma escapes the detector and the other one is fully absorbed, an energy
equal to Eγ − 511 keV is detected. This peak is called the single escape peak (SEP).

3) Finally, if both gammas escape the detector, an energy of Eγ − 2 · 511 keV is detected and leads
to the so-called double escape peak (DEP).
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Naturally, there is also the possibility that only a fraction of the energy of the annihilation photons
is deposited in the detector. In theses cases, energy depositions in the ranges [Eγ − 511 keV : Eγ]

or [Eγ − 2 · 511 keV : Eγ − 511 keV] are detected. The various spectral features discussed above are
illustrated in Fig. 3.5 using the example of the energy spectrum of a 228Th calibration measurement.
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Figure 3.4: Illustration of the processes pair production and pair annihilation. When an incident photon interacts
with the nucleus, an electron-positron pair is produced. After the positron is stopped, it can form
positronium together with another electron. This system is unstable and the particles annihilate each
other emitting two 511 keV gammas back to back. Plot idea from [198].
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Figure 3.5: Energy spectrum of a 228Th calibration measurement illustrating spectral features of gamma ray
interactions. The full energy peak (FEP) corresponds to events whose energy is fully absorbed in
the detector. The single escape peak (SEP) is due to events in which one of the annihilation photons
escapes the detector and the energy of the other one is fully absorbed. For events in the double
escape peak (DEP), both annihilation photons escape the detector. Events close to the Compton edge
are characterized by a close to maximal deflection angle. Events above this edge are due to multiple
Compton scatterings. Plot idea from [199].
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3.2 detector basics

In the following paragraphs, the basics of semiconductor detectors with a focus on germanium
detectors will be discussed. The explanations mostly follow those in [94, 192, 200].

band structure The energy of electrons within a solid is confined to energy bands. Bands
corresponding to different energies are separated by a gap. The highest, yet occupied band is called
valence band, whereas the next higher-lying, non-populated band is called conduction band. The
gap between these bands is referred to as band gap (Eg). Its size determines whether the material is
classified as an insulator, a semiconductor, or a conductor [192]. The band structure corresponding
to these different types is illustrated in Fig. 3.6.
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Figure 3.6: Band structure in solids for an insulator, a semiconductor, and a conductor. While insulators are
characterized by a relatively large gap between the valence and the conduction band of Eg > 5 eV,
semiconductors have a smaller band gap of Eg ≈ 1 eV. In conductors, the valence and conduction
bands are superimposed.

In conductors, the electrons can move easily between the valence and conduction bands via thermal
excitation. For an insulator, the band gap is large and the electrons from the valence band cannot
move into the conduction band (thermal excitation cannot overcome the energy barrier). In contrast,
for a semiconductor, the band gap is smaller and if a valence electron gains sufficient thermal energy,
it can be elevated into the conduction band, see Fig. 3.7a. The thermal excitation not only creates
an electron in the conduction band, but also an associated vacancy (hole) in the valence band. The
combination of the two is called electron-hole pair. The probability for an electron to jump from the
valence band to the conduction band is described by a Boltzmann distribution [192]:

P(T) ∝ T3/2 exp
(
−
Eg

2kT

)
. (3.9)

Here, T is the temperature, and k the Boltzmann constant. A graphic representation of this equation
using the example of germanium is shown in Fig. 3.7b. It can be observed that above a certain
temperature, the current induced by electrons moving to the conduction band increases strongly.
This quantity is called leakage current. When a semiconductor is used as a radiation detector,
cf. Ch. 3.3, the leakage current is a source of noise. Since too high a leakage current prevents it from
being functional, the detector needs to be operated at low (cryogenic) temperatures.

The band gap in semiconductor materials can be used for particle detection. If a charged par-
ticle or a gamma ray enters the material, valence electrons are excited into the conduction band. A
certain number N of electron-hole pairs is created which is directly proportional to the absorbed
energy E and the average energy ε necessary to create one electron-hole pair:

N =
E

ε
. (3.10)



3.2 detector basics 31

Conduction 
band

Valence band Valence band

E
le

ct
ro

n
 e

n
er

g
y Conduction 

band

T = 300 KT = 0 K

(a) Thermal excitation in a semiconductor.
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Figure 3.7: (a) In semiconductors, electrons can move from the valence to the conduction band by thermal
excitation. (b) The probability P(T) for an electron to jump to the conduction band is temperature-
dependent and can be described by a Boltzmann distribution, shown here for the example of germa-
nium. At higher temperatures, semiconductors start to become more conductive.
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(a) Parameterization of ε(T).
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Figure 3.8: Parameterization of (a) the average energy ε(T) necessary for the creation of an electron-hole pair,
and (b) of the band gap Eg(T) in germanium. At higher temperatures, less energy is required for the
creation of an electron-hole pair. In addition, the band gap also decreases with increasing tempera-
ture.

In the presence of an external electric field, the electrons are collected to the anode, while the holes
are collected to the cathode. This enables to measure the deposited energy and to use the semicon-
ductor as a detector. To enhance the detection efficiency, the number of electron-hole pairs should
be as high as possible. For a given amount of absorbed energy, this can be realized with a low value
of ε. For germanium, a commonly used parameterization of ε is given by [94, 201]:

ε(T) = 2.2 · Eg(T) + 1.99 · E3/2g (T) · exp
(
4.75

Eg(T)

T

)
. (3.11)

Moreover, the temperature-dependent band gap can be described by Varshni’s empirical rela-
tion [202, 203]:

Eg(T) = Eg(0) −
αT2

T +β
(3.12)

= 0.744 eV −
4.774 · 10−4 eV/K2 · T2

T + 235K
for germanium. (3.13)



32 semiconductor detectors

Table 3.1: Properties of the semiconductor materials silicon and germanium. The quantity Z denotes the atomic
number, ρ the density at T = 300K, ε the average energy required for the production of an electron-
hole pair, and Eg the band gap. The values of ε, Eg, and the mobilities are given for the typical
operating temperatures of silicon (T = 300K) and germanium detectors (T = 77K). Data from [192].

Material Z
ρ ε Eg Mobility (cm2/(V · s))

(g/cm3) (eV) (eV) Electrons Holes

Silicon 14 2.33 3.62 1.106 1350 480

Germanium 32 5.32 2.96 0.73 3.6 · 104 4.2 · 104

Graphical representations of these parameterizations are shown in Fig. 3.8. As can be observed
in Fig. 3.8a, ε decreases with increasing temperature. Consequently, to increase the available num-
ber of electron-hole pairs, an operation of the detector at higher temperatures would be preferred.
On the other hand, with increasing temperature also the band gap Eg decreases, see Fig. 3.8b. A
smaller band gap increases the probability that an electron jumps from the valence to the conduc-
tion band resulting in elevated leakage currents. Therefore, to optimize the detection efficiency, a
compromise has to be found. Typically, germanium detectors are operated at liquid nitrogen (LN2)
temperature (T = 77K), where ε = 2.96 eV and Eg = 0.73 eV, or at LAr temperature (T = 87K). In
contrast, silicon detectors are often operated at room temperature (T = 300K), where ε = 3.62 eV
and Eg = 1.106 eV [192]. The main properties of the semiconductor materials silicon and germanium
are summarized in Tab. 3.1.

impurities and doping So far, our discussion was based on the assumption of an ideal semi-
conductor which at zero temperature has no conductivity. However, in nature, ideal crystals with-
out any impurities do no exist. Small residual crystal impurities are always present and affect the
band levels and band gap, and hence the conductivity. The impurities can be divided into ac-
ceptor and donor impurities, providing additional holes or electrons, respectively. If an acceptor
atom (e.g. boron) with three valence electrons is inserted into a four-valent crystal lattice, e.g. ger-
manium, an additional hole is available, see Fig. 3.9a. This is called a p-type crystal due to the
presence of positive acceptor impurities. Similarly, if a donor atom with either one (e.g. lithium)
or five valence electrons (e.g. arsenic) is inserted into a four-valent crystal lattice, one additional
electron is generated, see Fig. 3.9b. This is called an n-type crystal due to the presence of negative
donor impurities. Generally, acceptor and donor impurities are both present in the crystal lattice.
The intentional introduction of impurities into the lattice is called doping. Doping can be used to
compensate for an imbalance of the impurities. In addition, it is typically used to make electrical
contact with semiconductor devices [94, 192].
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Figure 3.9: (a) Acceptor and (b) donor impurity in a four-valent crystal lattice (using the example of germanium).
Acceptor and donor atoms provide additional holes or electrons, respectively. Plot idea from [204].
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diode and depletion The combination of a p-type and an n-type semiconductor material
creates an electrostatic system called diode, see Fig. 3.10. At the junction between these materials,
the p-n-junction, free holes and electrons diffuse into the opposite material and recombine. This
results in a depletion region which is used as the active volume of a semiconductor detector. The
depleted zone is typically small but can be extended by applying an electric voltage to the diode. To
this end, the voltage is applied in a reverse bias configuration, i.e. the negative terminal is applied to
the p-type side, while the positive terminal is applied to the n-type side. Thereby, the electrons and
holes are attracted to the opposite sides. The size of the depletion region increases with increasing
bias voltage and decreasing net impurity concentration. The voltage, at which a full depletion of
the detector is obtained is called depletion voltage. As soon as a reverse bias voltage is applied, a
semiconductor detector behaves as a capacitor with capacitance CD.

p-type n-type

depletion region

electronsholes

Figure 3.10: Combining p-type and n-type semiconductor materials to form a diode. At the junction between
the materials, a depletion region is created.

3.3 high-purity germanium detectors

Germanium detectors are typically fabricated from a single crystal of p-type material. The signal
readout contact (p+ contact) is formed by a p-type junction obtained via boron implantation (thick-
ness of ∼ 100nm). In contrast, the bias voltage electrode (n+ electrode) is formed by an n-type
junction realized by drifting lithium on the surface (thickness of 1− 2mm). While the signal readout
contact is at zero electric potential, a positive high voltage (HV) is applied to the n-type junction. If a
charged particle or gamma radiation enters the active detector volume, charge carriers (electron-hole
pairs) are created along the trajectory. Charge carriers with the same polarity start drifting towards
the electrodes following the electric field lines. For a detector made from p-type material, the holes
are collected to the p+ signal readout contact, whereas the electrons drift towards the lithiated
n+ electrode, see Fig. 3.11. In general, the collection of holes (for p-type bulk material) is favored
over the collection of electrons (for n-type bulk material) since hole trapping is less pronounced than
electron trapping. Consequently, by using p-type bulk materials, a more efficient charge collection
and hence a better detector performance can be achieved [192].

High-purity germanium (HPGe) detectors are semiconductor detectors with a very high pu-
rity (up to 12N). The typical impurity concentration is of O(1010 atoms/cm3). Therefore and
because of the high mobility of the charge carriers, it is possible to construct large detectors with
masses of O(1 kg). In the following sections, the signal formation in HPGe detectors, as well as
the different detector geometries deployed in former and current 0νββ decay experiments will be
presented.



34 semiconductor detectors

HPGe

CSA

p+ electrode (0 V)

n+ electrode (HV)

γ

HV

Figure 3.11: Working principle of a semiconductor detector. If gamma radiation or a charged particle enters the
detector, it creates electron-hole pairs along its trajectory. While the electrons drift to the n+ elec-
trode, the holes are collected to the p+ contact. The collected charge is read-out via a charge
sensitive amplifier (CSA).

3.3.1 Signal formation and weighting potential

As discussed above, electron-hole pairs are created when energy is deposited in the detection volume
by an incident particle. As soon as the charge carriers start drifting to the electrodes, the signal
formation process begins: The movement of the holes and electrons induces mirror charges at the
electrodes. Once the last carrier has arrived at its collecting electrode, the process of charge induction
ends [192]. The temporal development of the induced charge Q, and of the associated instantaneous
current I is described by the Shockley-Ramo theorem [94, 205, 206]:

Q(t) = q · [WP(~rh(t)) − WP(~re(t))] , (3.14)

I(t) = q ·
[
~E(~rh(t)) ·~vh(t) − ~E(~re(t)) ·~ve(t)

]
. (3.15)

Here, q denotes the charge generated by the incoming particle, WP(~r) and ~E(~r) the weighting po-
tential and the weighting field at position ~r, and ~rh(e)(t) and ~vh(e)(t) the position and velocity of
the hole (electron) cloud at time t, respectively. The dimensionless weighting potential describes
how strongly the charge at a given detector position couples to the electrode. It only depends on
the detector dimensions and the contact geometry, and can be computed by solving the Laplace
equation:

∇2WP = 0, (3.16)

with the boundary conditions that the voltage on the electrode for which the induced charge is to
be calculated is unity (WP = 1), and the voltage on all other electrodes is zero (WP = 0). For most of
the detector geometries, the equation can only be solved numerically. The weighting field is finally
obtained as the gradient of the weighting potential [192].

3.3.2 Detector geometries

In this section, detector geometries typically deployed in 76Ge-based 0νββ decay searches are dis-
cussed. A graphical representation of the geometries and the associated weighting potentials is
shown in Fig. 3.12. The drift of the charge carriers in the detector is driven by the presence of the
electric field. The saturated drift velocity is of O(0.1mm/ns), and taking into account the typical
detector dimensions of O(1 cm), the charge is fully collected in a time period of O(100ns) [149].

3.3.2.1 Semi-coaxial detectors

One of the first detector geometries deployed in 76Ge-based 0νββ decay searches is the (semi-)coaxial
detector [173, 207, 208]. The geometry is characterized by a cylindrical shape with a concentric bore
hole, see Fig. 3.12a. The p+ signal readout electrode is obtained via boron implantation and fully
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extends over the bore hole. This is necessary to ensure a depletion of the entire detection volume. In
contrast, the n+ contact is formed by the lithiated outer lateral and top surface. The two electrodes
are separated by a small groove that is typically passivated. While the p+ contact is at zero potential,
a positive bias voltage is applied to the n+ contact. Due to their large readout electrode, semi-coaxial
detectors have a comparably large capacitance of CD ≈ O(10pF). Since the detector capacitance is
proportional to the electronic noise, see Ch. 10.3.3, semi-coaxial detectors have a rather poor energy
resolution. In addition, due to a complicated shape of the weighting field inside the detector, it
is challenging to deploy background rejection methods based on the signal shape. Semi-coaxial
detectors have been extensively deployed in the GERDA experiment, cf. Ch. 4.2.1.
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(d) Inverted coaxial point contact (ICPC) detector.

Figure 3.12: Overview of the detector types typically used in 76Ge-based 0νββ decay searches: (a) Semi-coaxial,
(b) PPC, (c) BEGe, and (d) ICPC detector. The figure shows the electrode arrangements and indi-
cates typical dimensions. Moreover, the weighting potential inside the detector (blue and yellow
areas correspond to low and high values, respectively), and the drift paths (red thin lines) are
illustrated.
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3.3.2.2 P-type point contact (PPC) detectors

Former experiments almost exclusively used the widespread semi-coaxial detector design. To ac-
count for the comparably poor energy resolution and background rejection capabilities of this de-
tector geometry, novel germanium detectors with smaller capacitances have been developed. One
example is the p-type point contact (PPC) HPGe detector [209]. Just as the semi-coaxial detector, it
has a cylindrical shape but is shorter in length, see Fig. 3.12b. While the n+ contact extends over
the lateral and bottom detector surface, the p+ electrode (point contact) is formed by a small dim-
ple (ORTEC design) or spot (flat) contact (Mirion design) located in the center of the top surface2.
The point contact size (radius of 3− 4mm, depth of 1− 2mm) is significantly smaller compared to
the one of typical traditional semi-coaxial detectors. Therefore, PPC detectors have a lower capaci-
tance (CD ≈ 1− 2pF at full depletion) resulting in lower electronic noise, and thus in a better energy
resolution. Moreover, PPC detectors can be operated at lower energy thresholds (< 1 keV) which
makes them suitable for rare-event searches at small energies [142]. Another advantage of this type
of detector is the enhanced capability of applying background rejection methods based on the shape
of the signals (pulse shape). This is due to the specific geometry and arrangement of the electrodes
leading to a strong weighting field close to the readout contact and to a relatively low field elsewhere.
As a result, the signal shape of events that deposit their energy at a single location (single-site events,
indicator for 0νββ decay signal events) in the detector is almost independent of the location of the
energy deposition. This can be used to discriminate these events from those depositing their en-
ergy at multiple sites (multi-site events, e.g. Compton-scattered photon, indicator for background
events), cf. Ch. 4.1.2. All these advantages make the PPC detector an excellent radiation detection
instrument that is widely used in nuclear and particle physics experiments, including searches for
0νββ decay [15, 142, 187], low-energy nuclear recoils such as in dark matter [210, 211], and coherent
elastic neutrino-nucleus scattering [212, 213].

3.3.2.3 Broad energy germanium (BEGe) detectors

Just as PPC detectors, broad energy germanium (BEGe) detectors have a low detector capaci-
tance (CD ≈ 3− 5pF at full depletion) and enhanced PSD capabilities. The detector geometry encom-
passes a cylindrical shape with a comparably short length, see Fig. 3.12c. Compared to PPC detectors,
the p+ signal readout electrode (concentric disc) has a larger radius (up to 7mm). It is separated
from the n+ contact by an insulating, passivated groove with a typical depth of 2mm, and an outer
diameter of 21mm. The n+ contact covers the bottom and lateral surface and extends up to the
groove. Therefore, BEGe detectors are less sensitive to surface backgrounds. In addition, the n+ elec-
trode wrap-around creates a funnel effect by pushing the holes towards the center of the detector.
Independent of their starting point, the holes then drift along fixed drift paths to the p+ readout
electrode [214, 215]. As for the PPC detector geometry, this enables the efficient rejection of back-
grounds.

3.3.2.4 Inverted coaxial point contact (ICPC) detectors

An efficient way to improve the signal discovery sensitivity of 0νββ decay searches is to increase
the isotope mass, cf. Ch. 2.4.3. Detectors with higher masses could reduce the number of required
channels, in particular the number of amplifiers, cables, detector holders, etc. and thus the overall
background. Unfortunately, the size of PPC and BEGe detectors cannot be increased further. This
would result in regions of undepleted material (pinch-off regions) in the active volume when bias-
ing the detector. Moreover, in some regions the electric field could be too low resulting in charge
trapping (CT) and in a poor energy resolution. The inverted coaxial point contact (ICPC) detector is
a detector design that was proposed recently [21]. It features a cylindrical shape with a length about
twice as long as BEGe detectors, see Fig. 3.12d. The p+ contact is located on the top surface and sep-
arated from the n+ electrode by an insulating groove or a passivation layer. The detector comprises
a concentric bore hole (on the opposite side of the readout contact) which is required to optimize
the electric field inside the detector and to avoid undepleted regions. In addition, the detector geom-
etry can be tuned by adapting its length, diameter, well depth, p+ point contact diameter, etc. The
ICPC detector has the same advantages as PPC and BEGe detectors (low capacitance, low threshold,
background rejection capabilities, etc.), but at the same time allows for much larger detector masses

2 Here, the top surface is defined as the surface with the higher impurity concentration of the crystal.
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up to 3 kg [216]. Compared to PPC and BEGe detectors, the surface to volume ratio is 30 − 40%
smaller making them less susceptible to surface backgrounds. However, due to their extended size,
the timing characteristics of ICPC detectors are quite different from those of the other geometries. In
particular, drift times are comparably long (up to 2µs) so that collective effects such as diffusion and
self-repulsion of the charge cloud become relevant [217]. The ICPC detector geometry is the baseline
design to be used in LEGEND.





4
T H E L A R G E E N R I C H E D G E R M A N I U M E X P E R I M E N T F O R 0νββ D E C AY

This chapter focuses on former and present state-of-the-art experiments searching for 0νββ decay
in the isotope 76Ge. First, radioactive backgrounds encountered in the experiments and their rejec-
tion strategies are discussed in Ch. 4.1. The European-based GERDA and the US-based Majorana

Demonstrator experiments will be reviewed in Ch. 4.2. Finally, the Large Enriched Germanium
Experiment for Neutrinoless ββ Decay (LEGEND), the successor of the two previously mentioned
experiments, will be introduced in Ch. 4.3.

4.1 backgrounds in 0νββ decay searches

4.1.1 Overview

background sources A simplified illustration of the background sources typically encoun-
tered in 76Ge-based 0νββ decay searches is shown in Fig. 4.1. One of the main background sources
can be attributed to the primordial, natural radioactivity in the HPGe detector itself, and in nearby
components. In particular, the radioactive decay chains of the isotopes 232Th and 238U lead to
gamma backgrounds with energies above 2MeV. At the Qββ-value, the decays of 208Tl and 214Bi
are of major concern since they can deposit energy extraneously in the ROI. A further background
is due to alpha and beta surface events. While alpha backgrounds are caused by surface contamina-
tions with radon isotopes and their progeny, particularly 222Rn and 210Po, a problematic beta back-
ground in LAr cryostats is caused by the decay of the long-lived isotope 42Ar and its daughter 42K.
Alpha and beta surface backgrounds will be discussed in detail in Ch. 5. Radioactive backgrounds
also arise from cosmogenic activation while the detectors and other materials are above ground:
High-energetic neutrons and muons create radioactive isotopes such as 68Ge and 60Co that decay
and lead to beta and gamma backgrounds in the ROI. Muon-induced backgrounds can be also gener-
ated at depth. By hitting the rocks, low- and high-energy secondaries such as neutrons are produced.
These in turn lead to additional backgrounds via de-excitation and capture reactions [58].

p+ contact

γ

γ

γ

α
β−

n+ contact

222Rn
210Po

42K

232Th
238U

Figure 4.1: Radioactive backgrounds encountered in 0νββ decay searches with germanium detectors. Gammas
typically deposit energy at various positions in the detector via Compton scattering. Backgrounds
arising from alpha and beta particles can be assigned to surface backgrounds.

background reduction strategies To maximize the signal discovery sensitivity, the next
generation of 76Ge-based 0νββ decay experiments needs to deploy sophisticated background re-
duction strategies. To this end, several active and passive background mitigation techniques have
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been developed. First, ultra-pure and low-mass materials (detector holders, readout electronics, etc.)
are used to reduce the impact of backgrounds from the natural U and Th chains. In this context,
radiopurity assay results from prior generations of low-background experiments aid the material se-
lection process. Besides, low-activity passive shielding materials such as copper, lead, water, etc. are
deployed to reduce backgrounds originating farther away from the active detector volume, e.g. neu-
tron backgrounds from rock surroundings. At the same time, some of these materials can be used
as an active veto system to reject cosmic ray backgrounds. When handling the materials, care must
be taken to maintain their cleanliness and to avoid surface contaminations [9]. To minimize back-
grounds originating from cosmogenic activation, the above-ground time of the detectors and other
materials needs to be minimized. Moreover, low-background physics experiments are commonly
carried out in underground laboratories. This reduces the cosmic muon flux and its related induced
activities.

4.1.2 Pulse shape discrimination

While 0νββ decay is a localized phenomenon, i.e. the electrons emerging from the decay deposit
their energy within a small volume of O(1mm3), gamma backgrounds feature multiple interaction
sites from Compton scattering, cf. Ch. 3.1.3. In order to fulfill the ultra-low background require-
ments for 0νββ decay searches, it is important to appropriately discriminate these background
events from signal events. A powerful background rejection method is based on the analysis
of the shape of the signal pulses, commonly referred to as pulse shape analysis (PSA) or pulse
shape discrimination (PSD). PPC, BEGe and ICPC detectors, cf. Ch. 3.3.2, are ideally suited for
the application of PSD techniques. For these point contact detectors, the weighting potential is
strong and highly localized in the vicinity of the p+ signal readout electrode, see Fig. 3.12. In
contrast, it is relatively low elsewhere in the active volume. As a consequence, the signal shape
of an event with a single energy deposition location in the detector (single-site event, SSE) is
almost independent of its point of origin. In contrast, an event with multiple energy deposition
locations in the detector (multi-site event, MSE) has a different signal shape. Waveform examples
for a SSE and a MSE are shown in Fig. 4.2. The difference in the signal shape can be seen clearly,
with two distinct interactions evident in the MSE. 0νββ decay signal-like events occur at a single
location in the germanium crystal and are thus SSEs. In contrast, background events (from gamma
ray interactions) typically deposit energy at multiple locations in the detector and are thus MSEs [16].

A commonly used discriminative quantity of the signal pulse shape is the ratio A/E of the
maximum amplitude of the current pulse (A) and the amplitude (energy) of the charge pulse (E).
The A/E distribution of SSEs is narrow and only slightly dependent on the energy, see Fig. 4.3. In
contrast, the A/E distribution of MSEs is broad and located at lower values due to the reduced
maximum current amplitude compared to SSEs. This also holds true for n+ surface events: Holes
created in the ∼ 1mm-thick n+ lithium layer first diffuse into the detector bulk and then drift to
the p+ readout electrode. Due to the diffuse character of the initial charge propagation, the charge
collection time of n+ surface events is longer compared to the one of normal bulk events, see Fig. 4.2.
These slow pulses have characteristic low A/E values that can be used to efficiently discriminate
n+ surface backgrounds. Eventually, events close to the p+ contact have very short drift times in a
strong weighting field. Consequently, these events have high A values resulting in A/E > 1 values.

In practice, 228Th is an isotope often used for defining A/E cuts. In the radioactive decay of
the isotope to the stable nucleus 208Pb, see decay chain in Fig. 6.4, high-energy gammas with
an energy of 2614.5 keV are produced. In the detector, they are likely to undergo pair production
producing an electron-positron pair, cf. Ch. 3.1.3. The positron stops and annihilates with another
electron leading to the subsequent emission of two 511 keV gammas back to back. These gammas
can either fully deposit their energy in the detector (full energy peak at 2614.5 keV, FEP) or either
one or both gamma(s) escape(s) the detector. If only one gamma escapes the detector, an energy of
2614.5 keV − 511 keV = 2103.5 keV (single escape peak, SEP) is deposited in the detector. In contrast,
if both gammas escape the active volume, an energy of 2614.5 keV− 2 · 511 keV = 1592.5 keV (double
escape peak, DEP) is deposited in the detector. While the DEP is a good indicator for SSEs (energy
deposition only by the initial electron), the SEP is used as an indicator for MSEs (energy deposition
at multiple sites) [16].
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(a) Single-site event (SSE).
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(b) Multi-site event (MSE).
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(c) n+ surface event.
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(d) p+ event.

Figure 4.2: Charge and current signals corresponding to a (a) single-site event, (b) multi-site event, (c) n+ sur-
face event, and (d) p+ event. The charge signals were measured with a PPC detector. The current
pulse (red curve) corresponds to the time derivative of the charge pulse (blue curve). The different
signal shapes of the event classes can be clearly identified by the different maximal heights A of the
current pulses.
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Figure 4.3: Example for the normalized A/E distribution as a function of energy for a 228Th calibration mea-
surement. While single-site events (SSEs) are located along A/E = 1, multi-site events (MSEs) and
n+ surface events have A/E < 1. Events close to the p+ signal readout contact are characterized
by A/E > 1.
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In the data analysis, the A/E pulse shape discriminator is tuned such that 90% of the SSEs (signal-
like events) in the DEP survive. The survival efficiencies εPSD of events in the Compton continuum,
SEP and FEP are computed accordingly. Usually, the number of MSEs in the SEP can be reduced to
below 10% [142]. A detailed description of the quantitative procedure can be found in Ch. B.1 in the
appendix.

4.2 predecessor experiments

4.2.1 GERDA

overview The GERmanium Detector Array (GERDA) experiment was a low-background experi-
ment searching for 0νββ decay in the isotope 76Ge using HPGe detectors [185, 186, 218, 219]. It was
located at LNGS in Italy. A rock overburden of 3500m water equivalent (m.w.e.) reduced hadronic
components of cosmic ray showers and the muon flux at the experiment by about six orders of
magnitude to a residual level of Φµ ≈ 1.25muons/(m2 h). The bare HPGe detectors were operated
in a 64m3 cryostat (inner diameter of 4m) filled with LAr (quality 5.0). The experiment has been
designed using a multi-layer (shielding) structure, see Fig. 4.4.
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Figure 4.4: Overview of the experimental setup of the GERDA experiment in the Phase II-configuration. The
different components are described in detail in the text. Adapted from [186].

In the final configuration of the experiment, the detectors were assembled into seven 40 cm-long
strings, six of them being arranged in a hexagonal structure and the seventh string located in the
center. Each string was surrounded by a nylon cylinder (mini shroud) limiting the direct contact of
the detectors to the LAr volume. Thereby, the accumulation of radioactive ions such as 42K ions at
the outer detector surfaces leading to undesired surface backgrounds could be reduced. The detec-
tors were placed on low-mass mono-crystalline silicon plates, supported by copper rods. To read
out the diodes, custom-designed signal readout electronics consisting of two amplification stages
was used [19, 20]. The LAr served as a cooling medium and at the same time acted as an active
shield against external backgrounds. In particular, the LAr scintillation light was used as an anti-
coincidence (AC) veto for events releasing their energy in both the detectors and the cryogenic
liquid (e.g. gamma ray events undergoing Compton scattering). The LAr cryostat itself was sur-
rounded by a 10m diameter tank filled with 590m3 of ultra-pure water produced by the Borexino
and XENON water plants [219–221]. It shielded the experiment from external ionizing radiation and
neutron backgrounds from the rock surroundings. The tank was instrumented with 66 PMTs to veto
residual cosmic muons reaching the experiment via the detection of Cherenkov light.
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Table 4.1: Main results of the GERDA experiment. The table lists the exposure M · t, the background index BI,
the lower limit on the decay half-life T0ν

1/2
(90% CL), and the upper limit on the effective Majorana

mass 〈mββ〉 for the different phases of the experiment. The actual phase includes the results of previ-
ous phases.

M · t BI T0ν
1/2

〈mββ〉
(kg · yr) (cts/(keV · kg · yr)) (yr) (meV)

Phase I [185] 21.6 1 · 10−2 > 2.1 · 1025 < 200− 400

Phase II a [186] 34.4 0.7 · 10−3 > 5.3 · 1025 < 150− 330

Phase II b [188] 46.7 1.0 · 10−3 > 8.0 · 1025 < 120− 260

Phase II c [133] 82.4 0.6 · 10−3 > 0.9 · 1026 < 100− 230

Phase II final [130] 127.2 5.2 · 10−4 > 1.8 · 1026 < 79− 180

A clean room above the water tank with a lock system surrounded by a glove box was used for
the assembly and deployment of the HPGe detectors and the readout electronics. The detector ar-
ray was routed through the lock system to the center of the cryostat. On top of the experimental
setup, a complementary muon veto was installed [185, 186, 222]. The rejection efficiency for muons
with potential energy depositions was ∼ 99.2% [223]. The GERDA experiment has been conceived in
two phases that will be discussed in the following paragraphs. The main experimental results are
summarized in Tab. 4.1

gerda phase i In the first phase of the GERDA experiment, HPGe detectors with a total mass
of 21.3 kg were operated in the time period from November 2011 to June 2013. Eight of the de-
tectors were reprocessed enriched p-type semi-coaxial detectors (17.67 kg) inherited from the for-
mer Heidelberg-Moscow [208] and IGEX experiments [207]. In addition, five enriched broad en-
ergy germanium (BEGe) detectors (3.63 kg) serving as prototypes for Phase II were installed in
July 2012 [185, 219, 224]. After about 1.6 years of operation, a lower limit on the 0νββ decay half-
life of 76Ge of T0ν

1/2
> 2.1× 1025 yr (90% CL) was obtained for an exposure of M · t = 21.6 kg · yr.

In addition, a background index (BI) of BI = 1 · 10−2 cts/(keV · kg · yr) at the Qββ-value has been
reached [185, 186].

gerda phase ii The second phase of the GERDA experiment started in December 2015. The ul-
timate goal was to improve the half-life sensitivity of the decay to a level of T0ν

1/2
> 1026 yr for about

M · t = 100 kg · yr of exposure by reducing the background level by one order of magnitude [186].
The main objectives of Phase II were to increase the isotope mass, further reduce the material
mass, and use materials with a higher radiopurity [219]. To this end, 30 custom-designed enriched
BEGe detectors (total mass of 20 kg, average mass of 667 g/detector, produced by Canberra) with
optimized energy resolution and enhanced PSD capabilities were installed [215]. Five of these
detectors have already been deployed in Phase I. In addition, novel low-mass detector holders, and
an enhanced contacting solution (wire-bonded detectors instead of spring-loaded contacts) were
introduced. To further suppress backgrounds, a veto system to detect the LAr scintillation light
was implemented. This enabled the identification of events depositing energy in both the LAr
volume and the detectors, and their rejection based on anti-coincidence (AC) analysis cuts. The
LAr scintillation light was detected by a system consisting of light-guiding fibers surrounding the
detector strings read out at both ends by silicon photomultipliers (SiPMs) and low-background
PMTs. To facilitate the readout of the scintillation light, the fibers, the nylon cylinders, the PMTs, as
well as other surfaces were coated with tetraphenyl butadiene (TPB) shifting the wavelength of the
scintillation light from λ = 128nm to λ ≈ 400nm [186].

Initially, Phase II was running from December 2015 to April 2018. During this period, 7 semi-
coaxial (15.6 kg mass) and 30 BEGe detectors (20 kg mass) were operated. Including the results from
GERDA Phase I, for a total exposure of M · t = 82.4 kg · yr, no signal was observed in the ROI. The
sensitivity on the decay half-life based on a Frequentist analysis was T0ν

1/2
> 0.9 · 1026 yr (90% CL)

and the corresponding background index was BI = 0.6 · 10−3 cts/(keV · kg · yr) [133, 188].
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As of May 2018, the central string with natural germanium detectors was replaced by a string with
five enriched ICPC detectors (total mass of 9.6 kg). Moreover, the geometrical coverage of the fiber
curtain was improved [130]. Data taking was then continued from July 2018 to November 2019. The
total available enriched germanium exposure after the final data release was M · t = 127.2 kg · yr
(combining Phase I and II data). The final energy spectrum before and after all analysis cuts is
shown in Fig. 4.5. In the analysis window (1930 keV to 2190 keV, with the exclusion of two known
gamma lines at 2104 ± 5 keV and 2119 ± 5 keV), 13 events were found after the application of
analysis cuts. However, at the Qββ-value, the 0νββ decay analysis yielded no signal, setting a novel
lower limit on the decay half-life of T0ν

1/2
> 1.8 · 1026 yr (90% CL) with a median sensitivity of

1.8 · 1026 yr (90% CL) [130]. The limit on the decay half-life can be converted into an upper limit
on the effective Majorana mass as described in Ch. 2.4.2. Depending on the NME range, an upper
limit of 〈mββ〉 < 79− 180meV is obtained, similar to the limits obtained by experiments searching
for 0νββ decay in other isotopes, cf. Tab. 2.3. In addition, GERDA achieved an unprecedentedly low
background level of BI = 5.2+1.6

−1.3 · 10−4 cts/(keV · kg · yr) [130]. So far, this background is the lowest
value in the signal ROI, when normalized with the FWHM, that has been achieved by any 0νββ
decay experiment.
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Figure 4.5: Final energy spectrum of the GERDA experiment before and after analysis cuts. The count rate at
small energies can be mostly attributed to 2νββ decay. Source: [130].

4.2.2 Majorana Demonstrator

overview The Majorana Demonstrator (Mjd) was an array consisting of 58 PPC HPGe
detectors (total detector mass of 44.1 kg) searching for 0νββ decay in the isotope 76Ge. The exper-
iment was located at the Sanford Underground Research Facility (SURF) in Lead, South Dakota.
It was located deep underground at the 4850-foot (4260m.w.e.) level of the mine ensuring that
the muon flux reaching the experiment was reduced by more than six orders of magnitude. The
experiment was built with the goal of demonstrating that backgrounds can be low enough to justify
the construction of a tonne-scale germanium experiment. Moreover, a variety of low-energy and
new exotic physics studies such as the search for light weakly interacting massive particles (WIMPs)
and solar axions were targeted. The experiment used a number of ultra-low activity materials, and
methods to reduce radioactive backgrounds: underground electroformed copper mounts for the
detectors, low-mass front-end (LMFE) signal readout electronics, low-mass cables and connectors,
customized flange connections, etc. [15, 142, 225, 226].

The experimental setup consisted of two independent vacuum cryostats which were made
from high-purity electroformed copper. Each cryostat hosted seven arrays of enriched and natural
PPC detectors. The detectors had masses of 0.5− 1.1 kg each. In total, there were 29.7 kg of enriched
76Ge crystals (88.1± 0.7%) and 14.4 kg of natural Ge (7.8% 76Ge). The cryostats were encapsulated
in a compact graded shield composed of various materials (multi-layer structure). The first layers
consisted of low-background passive electroformed copper. The copper shield in turn was contained
within 45 cm of high-purity lead shielding. The lead shield was enclosed within a radon exclusion
volume that was surrounded by an active 4π muon veto. The muon veto itself was enclosed in
polyethylene (poly shield) used for neutron moderation. Each of the two modules was equipped
with a calibration system consisting of 228Th line sources that could be inserted in helical tubes
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surrounding the cryostats [142]. An overview and photographs of the experimental setup are shown
in Fig. 4.6 and Fig. 4.7, respectively.
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Figure 4.6: Overview of the experimental setup of the Majorana Demonstrator. Figure courtesy of the Mjd

collaboration.

(a) Vacuum cryostat. (b) Detector strings.

Figure 4.7: Photographs showing parts of the Majorana Demonstrator. (a) The experimental setup consists
of two vacuum cryostats which are surrounded by a multi-layer shielding structure. (b) The PPC
detectors are assembled into several strings that are supported by copper structures. Image courtesy
of the Mjd collaboration.

results The Majorana Demonstrator has started taking data in 2015 (first with only one
of the two cryostats). The construction was completed by early 2017 [9]. In an initial data re-
lease corresponding to an exposure of M · t = 9.95 kg · yr, no candidate events were observed. A
lower limit on the 0νββ decay half-life of T0ν

1/2
> 1.9× 1025 yr (90% CL) was obtained. Moreover,

a background index of BI = 1.6+1.2
−1.0 · 10−3 cts/(keV · kg · yr) at theQββ-value has been achieved [187].

The latest data release corresponds to an exposure of M · t = 26 kg · yr [142]. The energy spec-
trum after data cleaning cuts and after all analysis cuts (including PSD cuts) is shown in Fig. 4.8.
In the signal ROI (360 keV window in the energy range from 1950 keV to 2350 keV, with regions
excluded due to gamma backgrounds and a 10 keV blinding window centered around Qββ), with
0.653 events expected from the estimated background, one event was observed corresponding to a
background of BI = (6.1± 0.8) · 10−3 cts/(keV ·kg ·yr). For an optimized measurement configuration,
with an exposure of M · t = 21.3 kg · yr, a background of BI = (4.7± 0.8) · 10−3 cts/(keV · kg · yr)
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was reported. The observed lower limit on the 0νββ decay half-life is T0ν
1/2

> 2.7 · 1025 yr (90% CL)

with a median sensitivity of 4.8 · 1025 yr (90% CL). Depending on the NME, this translates into an
effective Majorana mass of 〈mββ〉 < 200− 433meV [142].

The PPC detectors in the Majorana Demonstrator have achieved an unprecedented energy
resolution of 2.53 ± 0.08 keV FWHM at the Qββ-value, the best resolution among all 0νββ decay
experiments [142].

Figure 4.8: Energy spectrum of the Majorana Demonstrator above 100 keV of all data sets for an exposure
of M · t = 26 kg · yr. The spectrum is shown after data cleaning and muon veto cuts (black line), and
after all analysis cuts (red line), including PSD cuts. The inset shows the spectrum in the region of
interest. Source: [142].

4.3 legend

The Large Enriched Germanium Experiment for Neutrinoless ββ Decay (LEGEND) pursues a tonne-
scale search for 0νββ decay in the isotope 76Ge utilizing the best technologies from the GERDA and
Majorana Demonstrator experiments, as well as contributions from other groups. The mission
statement of the collaboration is to develop a phased, 76Ge-based double-beta decay experimental
program with discovery potential at a half-life beyond 1028 years, using existing resources as ap-
propriate to expedite physics results. To achieve this ambitious goal, LEGEND pursues a phased
approach [11–14, 136].

4.3.1 LEGEND-200

In the first phase of the experimental program, LEGEND-200, up to 200 kg of HPGe detectors will
be operated for a time period of about five years in the existing GERDA infrastructure at LNGS.
The targeted total exposure is M · t = 1 t · yr. LEGEND-200 largely follows the background-free
experimental design established by former experiments. Just as in the GERDA experiment, the bare
diodes will be deployed in LAr which acts both as a cooling medium and as an active shielding,
cf. Ch. 4.2.1. At the same time, ultra-high radiopurity materials for all internal structures and custom-
designed low-noise signal readout electronics as in the Mjd will be used, cf. Ch. 4.2.2. The cryostat
will be modified such that it can accommodate up to 200 kg of HPGe detectors arranged in several
strings, see Figs. 4.9 and 4.10, with up to 12 detectors per string.

technological improvements To increase the active mass relative to the amount of instru-
mentation, an intensive use of ICPC detectors with a total mass of ∼ 130− 140 kg (1.5− 3 kg each)
is foreseen. These detectors are currently being fabricated by multiple vendors. About 70 kg of de-
tector mass will be taken over from GERDA and the Mjd. The LAr veto system will be improved
to optimize the detection efficiency of the scintillation light. In particular, the detector strings will
be arranged in a circular configuration (with maximum one inner string) enhancing the light col-
lection efficiency. This will be supported by the installation of a novel wavelength-shifting reflec-
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tor (WLSR) surrounding the fibers. The WLSR consists of a copper shroud as a mechanical structure
for a ∼ 250µm-thick Tetratex (TTX) polytetrafluoroethylene (PTFE) fabric, vacuum-evaporated with
TPB. Its purpose is to shift the wavelength of the LAr scintillation light, and to reflect visible light.
Another improvement in LEGEND-200will be the use of LAr with a higher optical purity to increase
the attenuation length (> 60 cm for 128nm scintillation light). To further reduce the electronic noise
and to improve the energy resolution, as well as the PSD performance, an improved signal readout
electronics solution will be used. One of the main objectives of this work was to characterize the
performance of the novel readout electronics. This will be discussed in more detail in Ch. 11.

Figure 4.9: Three-dimensional rendering of the LEGEND-200 setup. Rendering provided by P. Krause and
M. Willers.

Figure 4.10: Artistic views of the LEGEND-200 setup. The figures show details of the detector array configu-
ration (circular arrangement of strings), and of the LAr veto system (light-guiding fibers). Figures
provided by M. Busch and M. Willers.
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The detector units will be placed on low-mass base plates made from active and transparent
polyethylene naphthalate (PEN), replacing the inactive silicon plates from the GERDA experiment.
Since the PEN plates are scintillating, they enhance the light collection efficiency [227].
Fig. 4.11 shows a drawing and a photograph of the low-mass PEN detector plate for LEGEND-200.
Finally, a modified clean room, a novel lock system, new detector mounts, and a novel data acquisi-
tion (DAQ) system will be deployed.

Figure 4.11: Drawing (left) and photograph (right) of a low-mass PEN detector plate for LEGEND-200. The
scintillating properties of the material in the blue region can be seen clearly. Figures provided by
L. Manzanillas.

background model In LEGEND-200, the overall background is intended to improve by a factor
of more than two compared to the background achieved in the GERDA experiment to a level of1

BI < 2 · 10−4 cts/(keV · kg · yr) (4.1)

⇔ BI < 0.6 cts/(FWHM · t · yr). (4.2)

Within a live time of about five years, this will allow to reach the targeted signal discovery sensitivity
on the decay half-life of T0ν

1/2
> 1027 yr, see Figs. 2.10 and 4.12. Background estimations based on

Monte Carlo simulations and material screening measurements demonstrate that the background
goal is projected to be met. A total background of BItot ≈ 10−4 cts/(keV · kg · yr) is anticipated,
see Fig. 4.13.
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Figure 4.12: Evolution of the signal discovery sensitivity versus live time of LEGEND. The sensitivity is com-
puted assuming a simple counting analysis and using the inversion of Poissonian probabilities as
described in [134]. Data provided by M. Agostini.

1 The background index in units of cts/(keV · kg · yr) can be transformed to the units of cts/(FWHM · t · yr) by scaling with
the targeted energy resolution at the Qββ-value.
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Figure 4.13: Anticipated backgrounds in LEGEND-200. Colored bars provide the estimated background contri-
butions, while grey bars indicate 1σ uncertainties due to uncertainties in the screening measure-
ments and Monte Carlo simulations. For the contributions of U, Th internal to germanium detectors,
and for the alpha emitters on detector surfaces, only upper limits are estimated. Plot courtesy of
the LEGEND collaboration.

Given the upper limits, surface backgrounds due to 42K beta decays and alpha emitters (mainly
222Rn, 210Po) are the dominant background contributions that could account for up to 85% of the
anticipated total background. One of the main aims of this work was to better understand these
backgrounds. To this end, the response of a PPC detector to alpha and beta particles was studied in
detail in a vacuum test facility. A related goal was to model and verify the measurement results via
dedicated simulations. This will be discussed in more detail in Chs. 5-9.

status The construction of LEGEND-200 is currently ongoing at LNGS. A first commissioning
phase of the DAQ system, the calibration system, and the improved signal readout electronics has
started in February 2020. During first test measurements under realistic conditions (called Post-
GERDA test, PGT), the detector types to be deployed in LEGEND-200 were operated successfully.
Within the framework of this thesis, a dedicated software framework has been developed to analyze
the measurement data. The corresponding results are discussed in detail in Ch. 11.2. Data taking of
LEGEND-200 is intended to start in 2021.

4.3.2 LEGEND-1000

In the final stage of LEGEND, LEGEND-1000, the collaboration plans to operate up to 1000 kg
of HPGe detectors for a time period of 10 years [136]. Thus, the targeted total exposure is
M · t = 10 t · yr. Although several options are still under consideration, an initial baseline design
has been established which foresees the operation of the bare germanium detectors in LAr [136].
The design aims at deploying ∼ 200− 300 ICPC detectors with a mass of ∼ 2− 3 kg each. To this end,
HPGe detectors with a total mass of ∼ 850− 870 kg need to be produced, while detectors with a total
mass of ∼ 130− 150 kg will be taken over from LEGEND-200. It is intended to install the detectors
in four or five batches with loads of 250 kg or 200 kg each in separate 3m3 volumes of the cryostat
(re-entrant tubes). This strategy will allow LEGEND to start taking data with the completed batches
in parallel to the continuous procurement of detectors. Artistic views of the experimental setup are
shown in Fig. 4.14. The baseline design of LEGEND-1000 is strongly informed by the GERDA and
Majorana Demonstrator experiments. Furthermore, it will take advantage of developments for
LEGEND-200.
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Figure 4.14: Artistic views of the LEGEND-1000 setup. The detector strings will be installed in several re-entrant
tubes made from ultra-pure electroformed copper, and filled with underground LAr. The re-entrant
tubes themselves are deployed in a cryostat filled with standard LAr. The LAr cryostat is sur-
rounded by a water tank. Figures provided by M. Busch.

background model In LEGEND-1000, the overall background level is intended to be further
reduced by an order of magnitude compared to LEGEND-200 to a level of

BI < 1 · 10−5 cts/(keV · kg · yr) (4.3)

⇔ BI < 0.03 cts/(FWHM · t · yr). (4.4)

Within a live time of about ten years, the corresponding targeted signal discovery sensitivity on the
decay half-life is T0ν

1/2
> 1028 yr. This fully covers the IO regime, see Figs. 2.9 and 2.10. An overview

of the anticipated background components is shown in Fig. 4.15.
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Figure 4.15: Anticipated backgrounds in LEGEND-1000. Colored bars provide the estimated background con-
tributions, while grey bars indicate 1σ uncertainties due to uncertainties in the screening measure-
ments and Monte Carlo simulations. For the contributions of U, Th internal to germanium detectors,
and for the alpha emitters on detector surfaces, only upper limits are estimated. Plot courtesy of
the LEGEND collaboration.

To achieve the ambitious background goal, additional background reduction techniques are required.
Due to the foreseen exclusive use of ICPC detectors, surface alpha backgrounds can be reduced con-
siderably. Moreover, a reduction of the background caused by the radioactive decay of 42K can
be achieved by using underground liquid argon (UG LAr). Due to its extraction from deep mines,
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UG LAr has a low content of the isotope 39Ar and probably also 42Ar. However, alternative miti-
gation strategies are also being pursued. These include the option to increase the thickness of the
lithiated n+ electrode, or to use a PEN encapsulation for the HPGe detectors. Muon-induced back-
grounds will be reduced by selecting a host lab with a higher depth. Currently, several locations for
LEGEND-1000 are being reviewed. Another potential lever to further reduce backgrounds is the sig-
nal readout electronics. The LEGEND-1000 baseline design envisages the use of a custom-designed
application-specfic integrated circuit (ASIC) readout scheme. ASIC technology, cf. Ch. 10.2.3, allows
the implementation of the entire charge sensitive amplifier (CSA) into a single low-mass chip while
maintaining the spectral and noise performance achieved with conventional solutions [16]. One of
the main objectives of this work was to demonstrate the feasibility of operating a large-scale ger-
manium detector together with a readout ASIC. More details of the signal readout electronics of
LEGEND-1000 are discussed in Ch. 12.





Part II

C H A R A C T E R I Z AT I O N O F P O I N T C O N TA C T G E R M A N I U M
D E T E C T O R S

In LEGEND-200, alpha- and beta-induced surface backgrounds are anticipated to be
among the dominant contributions. One of the main objectives of this work is to gain
a better understanding of surface effects. To this end, the response of a p-type point
contact germanium detector to alpha and beta particles hitting the passivated surface
is studied in detail. In the following chapters, it is shown that the passivation layer is
prone to effects such as charge build-up leading to a radial-dependent degradation of
various pulse shape parameters. It is demonstrated that independent of the sign of the
surface charges, surface alpha events exhibit a delayed charge recovery effect that can be
exploited to reject them. Moreover, it is shown that all alpha particles are sensitive to sur-
face effects, whereas beta particles with high penetration depths are mostly insensitive
to these effects. Therefore, their discrimination at the passivated surface is expected to be
challenging.





5
S U R FA C E B A C K G R O U N D S I N L E G E N D - 2 0 0

This chapter discusses the relevance of surface backgrounds in LEGEND-2 0 0 . In Ch. 5.1, a brief
overview of alpha and beta surface backgrounds is given. The phenomenology and importance of
PPC detector surface effects is reviewed in Ch. 5.2. Finally, the delayed charge recovery (DCR) effect,
a phenomenon that can be used to effectively reject surface alpha events, is introduced in Ch. 5.3.

5.1 overview

As already discussed in Ch. 4.1, 76Ge-based 0νββ decay searches are prone to backgrounds
arising from energy depositions at the detector surfaces. According to the LEGEND-2 0 0 back-
ground model, see Fig. 4.13 in Ch. 4.3.1, alpha and beta surface backgrounds are antici-
pated to be among the dominant contributions. For the surface alphas, a maximum back-
ground contribution of BIα . 4 . 3 · 1 0−5 cts/ (keV · kg · yr) is expected. The surface betas are
assumed to contribute with a maximum background of BIβ . 4 . 0 · 1 0−5 cts/ (keV · kg · yr) . To-
gether, the surface backgrounds could account for up to 8 5% of the anticipated total back-
ground BItot ≈ 1 0−4 cts/ (keV · kg · yr) in LEGEND-2 0 0 . Consequently, a precise understanding
and modeling of these backgrounds is crucial.

5.1.1 Alpha backgrounds

Alpha backgrounds in LEGEND-2 0 0 are expected to be predominantly caused by the decay of
radon isotopes and their progeny, particularly 222Rn. Radon is a radioactive noble gas which is cre-
ated naturally as part of the decay chains of uranium and thorium. During the production processing
of a HPGe detector, it is exposed to air and undergoes various mechanical and chemical treatments.
A slight radon contamination of the detector (surface) is unavoidable. Furthermore, radon contami-
nation and outgassing of parts close to the detectors in the experimental environment can also lead
to undesired alpha backgrounds. A simplified decay scheme of 222Rn is illustrated in Fig. 5.1.
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Figure 5.1: Decay scheme of 222Rn. The isotope decays via several alpha and beta decays to the stable nucleus
206Pb. The numbers in parentheses denote the half-lives of the (daughter) isotopes. Data from [112].

As can be seen from the scheme, the isotopes with the longest half-lives are 210Pb (T1/2 = 22.2 yr)
and 210Po (T1/2 = 138d). The other isotopes have shorter half-lives and decay quickly. Due to
its long half-life, the isotope 210Pb accumulates. In subsequent decays, the isotope 210Po is of
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major concern. During its decay to the stable isotope 206Pb, an alpha particle with an energy
of Eα = 5407.5 keV is emitted [112]. If the energy of the alpha particle is degraded, it can lead to a
background in the ROI. The degradation can be caused by the alpha particle losing energy in the
material from which it is emitted, by losing energy in layers on or close to the detector surface, or
by charge trapping or charge loss due to dead regions in the detector [228, 229].

In germanium, the penetration depth of an alpha particle with an energy of Eα ≈ 5MeV is
on the order of 20µm, cf. Ch. 3.1.1. Due to their short penetration depth, all alphas are assumed to
be prone to surface effects. Alpha events occur at a single site in the active detector volume.

alpha backgrounds in legend-200 The estimation of PPC detector alpha backgrounds
in LEGEND-200 is based on the extrapolation of alpha backgrounds measured in the
Majorana Demonstrator

1. After the application of PSD cuts (but before the application of ded-
icated alpha cuts), a background of BI0 = 6.95 · 10−2 cts/(keV · kg · yr) was observed in the signal
ROI [230, 231]. In the following, it is assumed that the remaining events are all alphas (overesti-
mation), and that they are distributed homogeneously on the passivated detector surface. More-
over, if we assume a survival fraction of Γα for the alphas after the additional application of alpha
cuts, the background index can be expressed as BI1 = BI0 · Γα. Finally, by taking into account
that mPPC ≈ 30 kg out of ML200 ≈ 200 kg detector mass will be PPC detectors, a background
of BI2 = BI1 ·mPPC/ML200 is obtained. Fig. 5.2 shows the background index BI2 as a function of
the alpha survival fraction Γα for various BI0. Given the Mjd background index BI0, to achieve
the anticipated alpha background goal of BIα . 4.3 · 10−5 cts/(keV · kg · yr), an alpha survival frac-
tion of Γα ≈ 0.4% is required [231]. Scenarios with a decreased or an increased background index
BI0 change the allowed alpha survival fraction only slightly. Assuming that all other backgrounds
in the LEGEND-200 background model are fixed, the maximum allowed alpha survival fraction is
of O(< 1%). It should be noted here that these estimations are very rough approximations that have
to be treated with caution (e.g. the different measurement environment is not taken into account).
However, the background estimations demonstrate that the rejection of surface alpha events (sur-
vival fractions on the sub-percent level) is crucial to achieve the total background goal. Finally, the
impact on the analysis may be reduced by separating the PPC and the other detector types into
different datasets.
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Figure 5.2: Anticipated alpha backgrounds (PPC detectors) in LEGEND-200 as a function of the alpha survival
fraction. The background index BI2 is shown for various initial backgrounds BI0. In addition, the
LEGEND-200 total background goal (grey dotted line), and the alpha background goal (grey dashed
line) are indicated. The right plot shows a zoom of the relevant alpha survival fraction range.

1 The estimation of alpha backgrounds in LEGEND-200 for the BEGe and ICPC detectors is based on GERDA measurements.
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5.1.2 Beta backgrounds

Beta backgrounds in LEGEND-200 are expected to be caused by radioactive decays of the isotopes
42Ar and 42K. The long-lived isotope 42Ar (T1/2 = 32.9 yr) is naturally abundant in LAr (when
sourced from the atmosphere). It is produced by cosmogenic activation and decays via single beta
decay to the short-lived daughter 42K (T1/2 = 12.36h), see Fig. 5.3. The decay energy ofQβ = 599 keV
is too low to create a background event in the ROI at the Qββ-value of 76Ge. However, subsequent
beta decays of the short-lived daughter 42K with a decay energy of Qβ = 3525.4 keV are a potential
source of background. With a probability of 81.9%, 42K decays directly to the ground state of 42Ca.
42K can also decay to an excited state of 42Ca followed by the transition to the ground state emitting
a gamma. The most prominent decay has a probability of 17.6% and is accompanied by a 1524.6 keV
gamma. During the decay, also 42K ions are produced which are a further background source. Within
the LAr volume, K− ions are attracted by the positive bias voltage applied to the n+ electrodes of the
detectors. This can be partly mitigated by wrapping the detector strings with nylon cylinders that
create a mechanical barrier preventing a drift of the ions to the detector surfaces, cf. Ch. 4.2.1 [229].
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Figure 5.3: Simplified decay scheme of 42Ar → 42K → 42Ca. The beta decay of 42K (Qβ = 3525.4 keV) to 42Ca
is accompanied by the emission of gammas with energies up to 3446.8 keV, well above the Qββ-value
of the isotope 76Ge. Scheme adapted from [232, 233].

Within the LAr volume, the path length of beta particles from 42K decays is less than 1.6 cm [222].
Hence, they are only detected if the decay happens within a distance of a few centimeters to the
detector surface. Independent of where the beta particles hit the surface, they can lead to back-
ground events. However, when impinging on the thick n+ lithium layer, surface beta events have
a characteristic slow rising signal shape which can be used to discriminate against them, cf. Ch. 4.1.2.

The main difference between alpha and beta surface events is their penetration depth into
the germanium detector. In contrast to alpha particles, electrons from beta decay penetrate deeper,
typically up to several mm depending on their energy, cf. Ch. 3.1.2. Therefore, not all beta particles
show the characteristics of events close to the surface, i.e. some are less affected by surface effects.

beta background in legend-200 The PPC detector beta backgrounds in LEGEND-200 can
be estimated in a similar way as the alpha backgrounds, i.e. they are based on the extrapolation
of 42K beta backgrounds measured in the GERDA experiment. Before the application of analy-
sis cuts, a background of BI0 ≈ 6 · 10−3 cts/(keV · kg · yr) was observed on the detector n+ sur-
face [135, 222]. Extrapolating to the passivated surface of PPC detectors, a projected background
index of BI0 ≈ 1.5 · 10−3 cts/(keV · kg · yr) is obtained. If we further assume a beta survival fraction
Γβ after the application of PSD cuts, the background index can be expressed as BI1 = BI0 · Γβ. Taking
also into account the PPC detector mass, we finally obtain BI2 = BI1 ·mPPC/ML200. Fig. 5.4 shows
the background index BI2 as a function of the beta survival fraction Γβ for various BI0. To achieve
the anticipated beta background goal of BIβ . 4.0 · 10−5 cts/(keV · kg · yr), a PPC detector beta sur-
vival fraction of Γβ . O(10%) is required. The less stringent value compared to the alpha survival
fraction is due to the anticipated smaller background index BI0. Based on the experience gained in



58 surface backgrounds in legend-200

the GERDA experiment, a global beta survival fraction of Γβ ≈ O(1− 2%) after the application of
PSD cuts is currently being expected [135, 231, 233].
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Figure 5.4: Anticipated beta backgrounds (PPC detectors) in LEGEND-200 as a function of the beta survival
fraction. The background index BI2 is shown for various initial backgrounds BI0. In addition, the
LEGEND-200 total background goal (grey dotted line), and the beta background goal (grey dashed
line) are indicated.

5.2 ppc detector surface effects

Compared to other germanium detector geometries, cf. Ch. 3.3.2, PPC detectors have a large
passivated surface, usually on the order of 30 − 40 cm2. This surface extends over the horizontal
top surface, see Fig. 6.2, excluding the p+ contact. Typically, the passivated surface is made from
sputtered silicon oxide or amorphous germanium (aGe). This layer has a high resistivity and is left
floating, i.e. it is at an undefined electric potential. While the n+ contact is insensitive to surface
alpha events (alpha particles cannot penetrate the few mm-thick lithium-drifted layer), beta particles
entering through this surface lead to characteristically slow pulses (they need to penetrate the
transition layer) with a reduced current amplitude. Hence, these events have smaller A/E values
than SSEs and can be discriminated against by applying PSD cuts. In contrast, the passivated
surface and the point contact are highly sensitive to alpha and beta surface events [229].

Since the passivation layer is left floating, it is susceptible to charge build-up. A non-zero
charge on the passivated surface, which for example can be induced by charged-up nearby materi-
als at non-zero potentials, changes the electric field in the vicinity of this surface and thus affects
the signal formation. Without any charge build-up, the electric field lines close to the passivated
surface are mostly parallel to that surface. In the presence of surface charges, however, the field has
a strong perpendicular component, modifying the hole and electron drift paths [229].

One of the main aims of this work is to study the impact of surface effects on various pulse
shape parameters so that surface backgrounds can be efficiently rejected. To this end, a surface
charge model is used whose properties are discussed in the following paragraphs.

negative surface charges If the passivated surface is charged negatively, σ < 0, the holes
created during a particle interaction in the detector do not drift directly to the p+ contact, but are
attracted to the passivated surface, see Fig. 5.5a. At the surface, they drift very slowly parallel along
it in the direction of the point contact and can get trapped by surface charges, surface imperfections,
and the amorphous germanium layer. The drift of the holes along the surface to the point contact
usually takes much longer than typical event drift times, particularly if the interaction position is
located at large radii. Consequently, the holes are not collected, at least not in the time in which the
signal is recorded. This means that the signal development is driven by the collection of electrons
drifting to the n+ contact.
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Figure 5.5: Effect of (a) negative and (b) positive charges on the passivated surface of a PPC detector. In the
case of negative (positive) surface charges, holes (electrons) are attracted to the surface, whereas
electrons (holes) are repelled. Published in [229].

Due to the presence of negative surface charges, the electrons are repelled from the surface. Sim-
ulated electron drift paths are shown in Fig. 5.6a. As can be seen, the paths which normally run
mostly parallel to the surface are modified by the presence of surface charges, i.e. they are shifted
into the bulk. According to the Shockley-Ramo theorem, cf. Ch. 3.3.1, for a deposited charge q, the
time-dependent charge signal s(t) induced at the p+ contact can be described by

s(t) = q [WP(~rh(t)) − WP(~re(t))] (5.1)

= q [WP(~rh(t)) − WP(~r0)] − q [WP(~re(t)) − WP(~r0)] , (5.2)

where WP(~r0) is the weighting potential at the initial charge deposition location, and the subscripts h
and e denote the hole and electron contributions, respectively. After the charge collection is com-
pleted for both holes and electrons (time tc), the equation simplifies to

s(tc) = q [1− WP(~r0)] − q [0− WP(~r0)] = q. (5.3)

This relationship is valid since, by definition, the weighting potential at the p+ contact is unity
(WP(~rh(t

h
c )) = 1), whereas it is zero at the n+ contact (WP(~re(t

e
c)) = 0). Consequently, the contribu-

tion of the electrons to the charge signal development between t0 (onset of charge collection) and
the time tec at which the electrons are collected can be expressed as (total collected electron charge):

se(t
e
c) ≈ qWP(~r0). (5.4)

In contrast, the contribution of the holes can be described by (total collected hole charge):

sh(t
h
c ) ≈ q(1− WP(~r0)), (5.5)

but in the case of negative surface charges is close to zero2. In general, close to the passivated surface,
the weighting potential strongly depends on the radius r. As shown in Fig. 5.7, the weighting poten-
tial WP(r)|z=0 close to the p+ contact is close to one. With increasing radial position, the weighting
potential drops quickly. The term 1− WP(r)|z=0 shows the opposite behavior, i.e. it increases with
radius. As discussed above, for a negative charge build-up on the surface, the hole contribution to
the signal development at higher radial positions is negligible. Hence, the measured energy is pri-
marily determined by the collected electron charge and follows the radial dependence of WP(~r0),
cf. Eq. (5.4).

positive surface charges For a positive charge build-up on the passivated detector surface,
σ > 0, the electrons created during a particle interaction are attracted to the surface and the holes
are repelled, see Fig. 5.5b. Analogous to the explanation for negative surface charges, at small radial
positions, the electrons are no longer fully collected to the n+ contact. The signal development is then
primarily due to the collection of holes drifting along modified paths to the p+ contact, see Fig. 5.6b.
Following the radial dependence of the weighting potential, cf. Eq. (5.5), at small radii, a degraded
energy is expected. With increasing radius, the energy increases.

2 Since in the presence of negative surface charges the holes are not collected (~rh(t
h
c ) ≈ ~r0), their contribution to the signal

development in the notation introduced in Eq. (5.2) is close to zero.
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(a) Negative surface charges (σ = −0.3 · 1010 e/cm2).
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(b) Positive surface charges (σ = +0.3 · 1010 e/cm2).

Figure 5.6: Simulated electron and hole drift paths for (a) negative and (b) positive charges on the passivated
detector surface. The black lines indicate the detector contour, the passivated surface is at z = 0. In
the presence of negative (positive) surface charges, the holes (electrons) are attracted to the surface.
It can be observed how the drift paths are affected by surface charges, i.e. without surface charges
the drift would be mostly parallel to the surface. Drift paths were simulated using mjd_siggen [234].
Published in [229].
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(a) Weighting potential in (r,z) plane.
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Figure 5.7: (a) Simulated weighting potential (WP) of the PONaMa1 detector in the (r, z) plane. The red lines
indicate the hole drift paths for interactions near the outer surface. (b) Radial dependence of the
WP at the passivated surface, i.e. at z = 0mm. The WP was simulated using mjd_fieldgen [234].
Published in [229].

impact of surface charges on alpha and beta particles Due to the small penetration
depth of alpha particles in germanium, it is expected that almost all charge carriers are affected
by the surface effects described above. In the case of negative surface charges, it is expected that
the alpha energy approximately follows the radial dependence of the weighting potential, i.e. it
decreases sharply with increasing radius. This is illustrated schematically in Fig. 5.8, where the
signals of point-like charges with a small penetration depth (z0 = 16µm) for a homogeneously
distributed surface charge (σ = −0.3 · 1010 e/cm2) at varying radii were simulated. It can be
observed that 1) at higher radial positions the hole component does not contribute to the signal
development any longer3, and 2) the signal amplitude and thus the energy decreases considerably
with increasing radius.

In general, beta electrons have higher penetration depths than alpha particles. It is assumed
that only electrons in close proximity to the detector surface are affected by surface effects. Electrons
with higher penetration depths are not influenced by the presence of surface charges and are
collected normally to the electrodes.

3 Using the notation introduced in Eq. (5.2), the contribution is close to zero, otherwise it would be constant over time.
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Figure 5.8: Simulated alpha event waveforms in the presence of negative charges on the passivated detector
surface (σ = −0.3 · 1010 e/cm2) at various radial positions. Point-like charges were started at a depth
of z0 = 16µm. The total signal corresponds to the sum of the electron (e) and hole (h) signals as
defined in Eq. (5.2). At small radii, the holes still contribute to the signal development. At higher
radial positions, the signal development is primarily based on the collection of electrons. Due to the
radial dependence of the weighting potential, this component and thus the total signal amplitude fall
sharply with increasing radius. The waveforms were simulated using mjd_siggen [234]. Published
in [229].

5.3 delayed charge recovery

Delayed charge recovery (DCR) describes the phenomenon of an extra slow charge collection com-
ponent for surface alpha events [142, 228, 235]. Compared to events in the detector bulk (e.g. gamma
events), the presence of a delayed charge collection component for surface alpha events modifies
the waveform tail, see Fig. 5.9. The plot shows that the tail of the pole-zero-corrected waveform
still increases after the charge collection in the detector bulk has been completed. In contrast, for a
gamma event with the same energy in the detector bulk the tail slope stays constant. This distinct
pulse shape makes the DCR effect a powerful tool to identify and reject surface alpha events on the
passivated surface of PPC detectors [229].
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Figure 5.9: Waveform examples for a bulk gamma event (blue curve) and a surface alpha event (red curve)
with the same energy. The waveforms were measured with the PPC detector under study. For the
baseline and pole-zero-corrected alpha signal, a slowly rising waveform tail can be observed (see
inset). This slowly rising component can be explained by the presence of a delayed charge recov-
ery (DCR). Due to its proximity to the p+ readout electrode, the drift time of the surface alpha event
is shorter (steeply rising leading edge) than the one of the gamma bulk event. Published in [229].

There are two mechanisms that can potentially explain the DCR effect for surface alpha events [229]:

1) A certain fraction of charges created during the alpha interaction is trapped in a O(µm)-thick
region at or near the passivated surface. In this case, the DCR effect corresponds to a slow
re-release of these charges into the detector bulk (with a certain release time τr) and their
subsequent drift to the electrodes.
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2) Charges created on or close to the passivated surface have a mobility significantly reduced com-
pared to the drift velocity in the detector bulk [236]. In this case, the DCR effect corresponds
to a slow drift of charges along the passivated surface to the electrodes.

Typically, the charge drift along the passivated surface takes much longer than the waveform digi-
tization time. Until recently, it was assumed that the main component leading to a delayed charge
collection is due to the trapping and the subsequent slow re-release of charges at the passivated sur-
face. In previous measurements, a charge re-release time on the order of several microseconds was
observed. In addition, the fraction of charge re-released into the detector bulk was on the order of a
few percent [228, 235]. However, dedicated pulse shape simulations including the effects of diffusion
and self-repulsion, cf. Ch. 9.3.4, have demonstrated that surface drifts can also have an impact [237].



6
M E A S U R E M E N T S E T U P

This chapter describes the experimental setup used for the PPC detector surface characterization
measurements. After an overview of the test facility in Ch. 6.1, the properties of the investigated
HPGe detector and its installation in the experimental setup are described in Ch. 6.2. The character-
istics of the radioactive sources used for the measurements are reviewed in Ch. 6.3, while details of
the readout electronics and of the data acquisition system are reported in Ch. 6.4. The data analysis
procedures are discussed in Ch. 6.5. Finally, an overview of the PPC detector performance in the test
facility is presented in Ch. 6.6.

6.1 galatea scanning facility

The Galatea (GermAnium LAser TEst Apparatus) facility at Max Planck Institute for Physics (MPP)
is a fully automated multi-purpose scanning test stand that was built to investigate bulk and surface
effects of HPGe detectors [238, 239]. Due to its versatility, it allows for almost complete scans of the
detector surface with radioactive alpha, beta, and gamma sources. An overview of the experimental
setup is shown in Fig. 6.1.

Figure 6.1: Overview of the vacuum cryostat of the Galatea scanning facility. The germanium detector is cooled
via a copper or aluminum holding structure connected to a cooling finger submerged into a cryo
tank filled with liquid nitrogen. A copper hat is used as an infrared shield. The radioactive sources
used for scanning the detector surface are installed in a top and side collimator. Source: [238].

The core of the test stand is a customized stainless steel vacuum cryostat with a large experimental
volume hosting the germanium detector, the radioactive source(s) (usually mounted in a top and/or
a side collimator), and the signal readout electronics. The detector under investigation can be
mounted in an aluminum or a copper holding structure. This structure is used for cooling the
detector and is connected to a copper cooling finger submerged into a tank filled with LN2. The
cryo tank is located inside the vacuum cryostat and is refilled automatically using a feedthrough.
The germanium detector is shielded against infrared (IR) radiation by a 4mm-thick cylindrical
copper hat. Several layers of super-insulation foil wrapped around the inner wall of the vacuum
cryostat act as further thermal insulation. The copper IR shield has two slits (one on the side of
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the hat, the other one on top) along which the collimators with the radioactive sources are guided
during surface scan measurements. The top slit has a width of 2.0mm, a length of 43.5mm, and
extends from the center to the outside. The side slit has a width of 2.0mm, a length of 76.5mm, and
extends from top to bottom. The collimators are mounted on a slider made from Murtfeldt material
with a low sliding friction coefficient [240].

A system consisting of three independent stages allows for an almost complete scan of the
detector surface. One stage can rotate the IR shield through 360◦ with respect to the detector
enabling azimuthal scans. The additional two linear stages are used to move the top collimator
along the top surface (top scans), and the side collimator along the lateral surface (side scans). The
temperature inside the cryostat is measured by several PT100 sensors at various locations (detector
holder, detector PTFE support structure, IR shield, stage of rotational motor, cryostat). The cryostat
is evacuated using a pumping unit consisting of a forepump (Kashiyama NeoDry 30C) and a
turbomolecular pump (Pfeiffer TMH 521 P). In order to minimize microphonic noise, the pumps
are turned off during the measurement periods. To this end, a shutter connecting the vacuum
tank with the pumping unit is closed. The pressure inside the vacuum cryostat is measured with a
vacuum gauge installed in the vessel lid. Further details of the Galatea test facility can be found
in [238, 239].

6.2 ponama1 in galatea

For the surface characterization measurements in Galatea, a PPC germanium detector with natural
isotopic composition was used (PONaMa1, acronym for PPC detector from ORTEC made from Nat-
ural Material). The detector was developed as a prototype for the enriched HPGe detectors that were
operated in the Majorana Demonstrator (future-operated in LEGEND-200) and closely resembles
their properties. An overview of the specifications and dimensions of the detector under study can
be found in Fig. 6.2. While the n+ contact is lithiated (thickness of 1.1mm), the p+ readout contact
is 0.3µm boron-implanted. The passivated surface separating the p+ contact from the n+ electrode
is made from sputtered aGe with a thickness of about 100nm and an area of about 37 cm2. The
manufacturer’s recommended bias voltage is 2.0 kV.

Property Value

Mass 1.0 kg

Inner diameter a 58.9mm

Outer diameter b 68.9mm

Length c 52.0mm

Length d 47.0mm

Deadlayer (Ge/Li) e 1.1mm

Dimple depth f 2.0mm

Dimple diameter g 3.2mm

d

b

e

f
g

Passivated
surface (aGe)

p+ contact

n+ contact

a

c

45.0°

Figure 6.2: Parameters and sketch of the PONaMa1 detector. Published in [229].

To allow for an easy scan of the passivated detector surface in the Galatea facility, the detector
was installed with the point contact facing up, see Fig. 6.3. The detector was mounted in a modified
copper cylinder of a standard vendor-cryostat detector mount. Its side walls were insulated from
the cylinder through a thin sheet of PTFE insulation around the perimeter. The n+ electrode was
connected to the HV module (iseg NHQ 206L) via a spring-loaded pin located at the detector bottom
surface. Likewise, connection to the p+ contact was established with a pogo pin that was held in
a narrow PTFE bar mounted on top of the detector. The PTFE holding structure was also used to
guide the signal cable. The PTFE bar had a width of 5.1mm, a height of 5.0mm, and a distance
of about 3.1mm from the detector surface. For the surface scan measurements at small radial posi-
tions, the bar created a shaded area on the detector surface thereby decreasing the event rate. An
illustration showing all relevant dimensions can be found in Fig. A.1 in the appendix.
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Figure 6.3: Simplified sectional view of the PONaMa1 detector in the Galatea scanning facility. The detector
is mounted in a copper structure that is cooled via liquid nitrogen. It is surrounded by a copper
IR shield. In the scan measurements, the detector surface is irradiated by a radioactive source in-
stalled in a suitable collimator mounted on top of the IR shield. For reasons of visual clarity, the side
collimator is not shown (not relevant to this work). The figure is not to scale. Published in [229].

6.3 radioactive sources

Various radioactive sources were used to study the characteristics of background events on the
passivated surface of the PONaMa1 detector. For the investigation of surface alpha and surface beta
events, 241Am and 90Sr sources were used, respectively. In addition, a 228Th source was installed
for calibration purposes and to validate PSD capabilities. In the following paragraphs, the properties
of the aforementioned isotopes will be discussed briefly.

americium-241 The radioactive isotope 241Am (T1/2 = 432.6 yr) mainly decays via alpha decay
to 237Np. The decay is accompanied by a weak gamma ray byproduct [112]:

241Am → 237Np + 42α+ γ (59.54 keV). (6.1)

The most prominent alpha decay has an energy of Eα = 5485.56 keV and a branching ratio
of 84.8% [112]. While in air alpha particles with an energy of a few MeV travel several centimeters, in
solids like germanium, they only penetrate several tens of micrometers, cf. Ch. 3.1.1. Consequently,
alpha sources like 241Am are ideally suited for the investigation of surface effects.

strontium-90 The radioactive isotope 90Sr (T1/2 = 28.9 yr) exclusively decays to 90Y via single
beta decay [112]:

90Sr → 90Y + e− + ν̄e (100%,Qβ = 545.9 keV). (6.2)
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The isotope 90Y (T1/2 = 2.67d) in turn undergoes beta decay to the ground state of 90Zr [112]:

90Y → 90Zr + e− + ν̄e (99.99%,Qβ = 2278.5 keV). (6.3)

For the measurements in Galatea, 90Sr sources were used to study surface beta effects. They pro-
vide an appropriate proxy for the 42K-induced backgrounds encountered in realistic experimental
environments.

thorium-228 The radioactive isotope 228Th (T1/2 = 1.9 yr) decays via several alpha and beta
decays to the stable nucleus 208Pb. The decay chain is illustrated in Fig. 6.4. During the decays,
various excited energy states are produced that emit gamma radiation when returning back to the
ground state. Most of the gamma rays are emitted after the decays of 212Bi and 208Tl. Due to several
distinct advantages, the isotope is often used as a calibration source for HPGe detectors:

1) First and foremost, the 228Th energy spectrum has several intense gamma lines in a wide
energy range (from about 200 keV up to 2.6MeV) which enables a precise energy calibration.
The most prominent gamma lines are listed in Tab. 6.1.

2) Secondly, 228Th can be used to define quality cuts for the discrimination of signal events from
background events. This is possible due to a high statistics DEP at the energy E = 1592.5 keV
which is used as a proxy for signal-like events, cf. Ch. 4.1.

3) Finally, 228Th has a half-life long enough so that it can be used as an energy and PSD calibra-
tion source over a reasonable period of time.

228
90 Th (1.9 yr)

224
88 Ra (3.6d)

α

220
86 Rn (55 s)

α

216
84 Po (0.14 s)

α

212
82 Pb (11h)

α

212
83 Bi (61min)

β−

208
81 Tl (3.1min)

α (35.94%)

212
84 Po (0.3µs)

β−
(64.06%)

208
82 Pb (stable)

β−
α

Figure 6.4: Decay scheme of the 228Th isotope. The radionuclide decays via several alpha and beta decays to the
stable nucleus 208Pb. The numbers in parentheses denote the half-lives of the (daughter) isotopes.
Scheme adapted from [94].
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Table 6.1: Most dominant gamma lines (energy and intensity) of the 228Th decay chain. Data from [112].

Isotope Energy (keV) Intensity (%)

212Pb 238.632± 0.002 43.6± 0.5
208Tl 277.371± 0.005 6.6± 0.3
212Pb 300.087± 0.010 3.30± 0.04
208Tl 510.77± 0.10 22.60± 0.20

511 Annihilation
208Tl 583.187± 0.002 85.0± 0.3
137Cs 661.657± 0.003 85.1± 0.2
212Bi 727.330± 0.009 6.67± 0.09
208Tl 763.13± 0.08 1.79± 0.03

Isotope Energy (keV) Intensity (%)

212Bi 785.37± 0.08 1.102± 0.013
208Tl 860.557± 0.004 12.5± 0.1
212Bi 893.408± 0.005 0.378± 0.019
212Bi 952.120± 0.011 0.17± 0.03
212Bi 1078.62± 0.10 0.564± 0.019
208Tl 1592.511± 0.010 DEP
212Bi 1620.50± 0.10 1.47± 0.03
208Tl 2103.511± 0.010 SEP
208Tl 2614.511± 0.010 99.754± 0.004

6.4 readout electronics and data acquisition

For the surface characterization measurements of the PONaMa1 detector in Galatea, the signal
readout electronics was installed in the vacuum cryostat. It consisted of two stages: a front-end
section located in close proximity to the p+ readout contact of the detector, and a preamplifier
farther away. In the context of 0νββ decay searches, the spatial separation of the readout electronics
has several advantages. This will be discussed in more detail in Ch. 10. In Galatea, the resistive-
feedback amplifier had a decay time of τ ≈ RfCf ≈ 50µs. A HV filter was used to suppress high-
frequency noise potentially introduced by the bias voltage supply. A simplified schematic of the
readout electronics is shown in Fig. 6.5. It should be noted here that the preamplifier was optimized
for detectors with higher capacitances than the investigated one. This mismatch might be one of the
reasons for the relatively high noise levels encountered in the measurements, cf. Ch. 6.6.

Passivated
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p+ contact

n+ contact

Cf

Rf

JFET

A

Preamplifier

IF1320

Front-end electronics

Bias 
voltage

HV 
filter

Detector

Figure 6.5: Simplified schematic of the signal readout electronics used for the surface characterization measure-
ments of the PONaMa1 detector in Galatea. It consists of a front-end electronics stage located in
close proximity to the p+ contact and a preamplifier stage farther away.

Data were acquired with a Struck 14-bit SIS3316 flash analog-to-digital converter (FADC). The FADC
digitized the analog signals with a sampling frequency of 250MHz. Every waveform consists of
5000 samples and has a total trace length of 20µs. Therefore, one sample represents a time interval
of 4ns. The acquisition window was divided into about one third of pre-trigger and two thirds of
post-trigger region, with the start time t0 of the waveform located at t0 ≈ 6.8µs. All waveform traces
were stored on disk for offline data analysis.
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6.5 data analysis procedures

This section describes the analysis procedures and routines of the data acquired with the PONaMa1
detector in Galatea. A simplified overview of the analysis chain is shown in Fig. 6.6. In the scope of
this thesis, a highly customized Python code has been developed for the analysis of the measurement
data. A modified version of the code was also used for the analysis of the Post-GERDA test data,
cf. Ch. 11.2.

analysis and data structure The data analysis is organized hierarchically using Tier-levels
comparable to those in the GERDA data analysis [241]. The raw waveforms, the timestamps, and
the online event energies (in ADC units) acquired with the FADC are initially stored in a binary
format (Tier0 level). For reasons of data handling, the data files are converted into the hdf5 for-
mat (Tier1 level). In the next stage of the analysis chain, the Tier2 level, various waveform compu-
tations are performed. These are described in detail in the following paragraphs. The outputs of the
Tier2 analysis are saved as hdf5 files and can eventually be used for high-level data analyses (Tier3
level), e.g. energy calibration, PSD techniques, etc.

Struck SIS3316 FADC

Conversion to hdf5 files

Baseline restoration

Raw waveforms, 
timestamps, 

online energy

Waveform quality parameters:
- Baseline mean
- Baseline root mean square
- Baseline slope
- Threshold crossings

Energy reconstruction: 
- Trapezoidal filter
- Waveform amplitude

Baseline noise analysis: 
- Power spectral density
- Noise curve

Tier0

Raw data 
(binary)

Tier1

Pole-zero 
correction

Decay time 
computation

Baseline-corrected 
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Waveform smoothing:
- Savitzky-Golay filter
- Mowing window average
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Current 
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High-level data analysis:
- Quality cuts (pile-up rejection, etc.)
- Energy calibration, energy resolution
- Rise time analysis
- Drift time correction
- Pulse shape analysis (A/E and AvsE )
- Delayed charge recovery (DCR)
- Etc.

t0 computation

QDrift parameter 
computation

Figure 6.6: Overview of the analysis chain used for processing the data taken with the PONaMa1 detector in
the Galatea test facility. The outputs of the Tier2 level are indicated by the grey colored boxes. A
detailed description of the analysis routines can be found in the text.
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baseline operations and data quality parameters At the beginning of the Tier2 analy-
sis level, the baselines1 of the raw waveforms are restored, i.e. they are corrected for their ADC offset.
To this end, the first 1000 samples (corresponding to a trace length of 4µs) of each waveform are
averaged. This offset is then subtracted from each waveform sample resulting in a baseline centered
around zero, see Fig. 6.7.
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Figure 6.7: Example for the restoration of a waveform baseline. (a) The waveform samples are averaged in the
time frame 0 − 4µs. The green band indicates the time frame for averaging and the red line the
baseline mean. (b) The baseline mean is then subtracted from every waveform sample.

The baseline-corrected waveforms are used as an input for various further computations. To deter-
mine the data quality with respect to electronic noise, pile-up, etc., and to be capable of applying
quality cuts in the Tier3 level, several waveform quality parameters are computed: baseline mean,
baseline root mean square (RMS), and baseline slope. An example for the distributions of these
parameters is shown in Fig. 6.8.
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Figure 6.8: Examples for the distributions of the waveform quality parameters: (a) baseline mean, (b) baseline
root mean square, and (c) baseline slope. The quantities were computed based on the first 1000 sam-
ples of every waveform (trace length of 4µs).

While the first two quantities can be used as estimators for the stability of the detector leakage
current and the electronic noise, respectively, the baseline slope is a proxy for pre-trace pile-up. This
type of pile-up is a superposition of the exponentially decaying tail of the previous event and the
baseline of the actual waveform, see Fig. 6.9a. The baseline slope is obtained by fitting the first
1000 baseline samples with a first order polynomial2. If the absolute baseline slope is higher than a
certain value, the event is rejected. The second type of pile-up, in-trace pile-up, is a superposition of
two signals within the same trace, see Fig. 6.9b. To identify these events, a trapezoidal filter (rise and
fall time of 200ns, flat top time of 1µs) is applied to the charge signal. The filter times need to be

1 The baseline corresponds to the quiescent output level of the charge sensitive amplifier.
2 An exponential fit to determine the baseline slope would be more accurate (given the exponential decay of the waveform tail).

However, since no obvious differences were observed and for the sake of computational simplicity, a linear fit was chosen.



70 measurement setup

optimized such that in-trace pile-up events are identified properly and MSEs are retained. Energy
depositions corresponding to different events are identified by finding the regions where the shaped
signal exceeds a specified threshold. If the number of energy depositions in a given trace is higher
than one, the event is rejected.
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Figure 6.9: Waveform examples showing (a) pre-trace, and (b) in-trace pile-up events. Pre-trace pile-up events
are identified by fitting the baseline with a first order polynomial. In-trace pile-up events are recog-
nized by filtering the trace with a trapezoidal filter and estimating the number of energy depositions
above a certain threshold.

decay time computation and pole-zero correction To deconvolve the waveform from
its exponentially decaying tail induced by resistive-feedback readout electronics, cf. Ch. 10.2, a pre-
cise value of the decay time (τ) needs to be determined. In a first step, the decay time is computed
individually for every event. Assuming that the decaying tail can be described by an exponential of
the form

y(t) = A exp(−t/τ), (6.4)

where A denotes the amplitude and t the time, the decay time is obtained by fitting a linear function
to the logarithm of y(t), since

log [y(t)] = log(A) −
1

τ
· t. (6.5)

For the PPC detector surface characterization measurements in Galatea, the fit range was con-
strained to the time frame 12.0µs 6 t 6 19.2µs, see Fig. 6.10a. In the next step, the decay times of
all waveforms (for a given dataset) are histogrammed, see Fig. 6.10b. The resulting distribution is
approximated with a Lorentzian

f(x) = I

(
γ2

(x− x0)2 + γ2

)
, (6.6)

where I describes the amplitude of the distribution, x0 the peak position and γ the half width at
half maximum (HWHM). The peak position is extracted from the distribution and used as the decay
time for the pole-zero (PZ) correction of all waveforms. For the deconvolution of the exponential
decay in the discrete time-domain, an infinite impulse response (IIR) filter of the following recursive
form is used [242]:

y[n] = y[n− 1] + x[n] −α · x[n− 1]. (6.7)

Here, y[n] is the deconvolution of the signal x[n] at time n = t. In addition, α = exp(−1/τ) is the
deconvolution parameter.
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Figure 6.10: (a) Example for the waveform pole-zero correction. The waveform tail (blue curve) is fit with an
exponential function (orange curve). (b) The decay times of all events are histogrammed and the
centroid of the distribution (approximated with a Lorentzian) is used to pole-zero correct all wave-
forms.

waveform smoothing Since quantities such as the signal rise time, the current amplitude, and
the delayed charge recovery (DCR) slope are very sensitive to noise, an appropriate smoothing of
the waveforms is required. Therefore, different smoothing filters were implemented in the analysis
code. In most cases, the best smoothing performance was achieved with a Savitzky-Golay filter [243].
It was applied to the baseline-corrected waveforms multiple times before extracting quantities such
as the signal rise time, etc. Fig. 6.11 shows examples of a smoothed low- and high-energy waveform.
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Figure 6.11: Examples for smoothing waveforms (low- and high-energy events) with a Savitzky-Golay filter.

signal rise time and drift time computation The signal rise time is an important
waveform parameter providing information on the location of charge production within the HPGe
detector. While events in close proximity to the signal readout electrode have short rise times, events
farther away have longer rise times. In addition, a precise knowledge of the rise time is important to
successfully apply PSD techniques, cf. Ch. 4.1.2. Usually, it is defined as the time taken by a signal
to change from 10% to 90% of the maximum amplitude of the leading edge. However, other rise
time definitions are also frequently used, e.g. 0.5% − 90% [217].

For the PPC detector surface characterization measurements, the rise time was determined
based on the PZ-corrected, smoothed waveforms. First, the waveforms were normalized to unity
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by dividing them by their energy (pulse height). Then, the time corresponding to 50% of the max-
imum amplitude of the leading edge was used as a starting point to successively walk backward
and forward to estimate the times corresponding to 10% and 90% of the maximum amplitude,
respectively. To obtain more precise values, an interpolation between the relevant samples was
applied (the leading edge only provides a limited number of samples). An example for the rise time
determination is shown in Fig. 6.12a.
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5 6 7 8 9 10 11
Time (µs)

0

500

1000

1500

2000

2500

Sh
ap

ed
ch

ar
ge

si
gn

al
(A

D
C

)

(b) Shaped signal (asymmetric trapezoid) for t0 estimation.

Figure 6.12: Example for the determination of the signal rise time (10%−90%) and drift time (0%−90%). (a) The
rise time is extracted from the PZ-corrected, smoothed and normalized waveform. (b) For the
computation of the drift time, a precise time value t0 corresponding to the onset of the charge
collection is required. To this end, an asymmetric trapezoid is applied to the waveform.

Another important waveform parameter is the signal drift time. Typically, it is defined as the time
period in which 90% of the total charges are collected [244]. To extract the drift time from the signal,
a precise value for the onset of the charge collection is required. This time point t0 is estimated by
finding the point when a fixed threshold on the leading edge is crossed. Depending on the noise
situation, it might be difficult to compute a precise t0 from the raw waveform. Hence, an asymmetric
trapezoidal filter with a rise time of 40ns, a flat top time of 100ns, and a fall time of 2000ns is
applied to the PZ-corrected waveform. These filter times optimize the signal-to-noise ratio (SNR) for
the t0 estimation. While a short filter rise time is comparable to the threshold crossing time and
avoids adding noise, the long fall time gives a good measure of the baseline value [245]. An example
for the signal waveform shaped with an asymmetric trapezoid is shown in Fig. 6.12b. The t0 is
eventually obtained by computing the maximum of the trapezoid which is then used as a starting
point to successively walk backward and estimate the last time point crossing the threshold (for the
Galatea surface characterization measurements, a fixed value of 5ADC units was used).

current computation For the PPC detector surface characterization measurements, the cur-
rent trace was computed either by applying a triangular filter (rise and fall time of 80ns) to the
PZ-corrected, smoothed waveform or by taking the temporal derivative across N samples of the
waveform. Then, the maximum amplitude A was extracted from the current trace. Examples for the
current traces corresponding to a SSE and a MSE are depicted in Fig. 4.2. The reduced maximum
amplitude of the current trace for the MSE can be clearly observed.

energy reconstruction The event energy (in terms of ADC units) was reconstructed based
on the PZ-corrected waveforms using two different algorithms.

1) Waveform amplitude: The first energy reconstruction method is based on extracting the energy
from the amplitude of the waveform (pulse height). To this end, the last 1000 samples and
the first 1000 samples of each PZ-corrected waveform are averaged. The difference of these
averages corresponds to the energy, see Fig. 6.13a.

2) Trapezoidal filter: The second energy reconstruction method uses a trapezoidal filter with
adjustable rise and flat top times to shape the waveform. In most of the Galatea surface
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characterization measurements, the best energy resolution was obtained with a filter rise time
of 4µs and a flat top time of 3µs. A comparably long flat top time was chosen to ensure a
complete charge integration. This is particularly important for events with long drift times,
i.e. for those being far away from the readout electrode. In general, the flat top time needs to
be at least as long as the the maximum drift time plus the preamplifier rise time. In addition,
the filter rise time needs to be long enough to integrate away high-frequency noise. In contrast,
it should not be too high to not include too much low-frequency noise. Eletronic noise will be
discussed in more detail in Ch. 10.3. Finally, the energy is extracted from the shaped signal
using a fixed-time-pickoff (ftp), i.e. it is extracted at a fixed time point relative to the onset of
the charge collection t0, e.g. at the center or maximum of the flat top region, see Fig. 6.13b.
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Figure 6.13: Examples for the event energy reconstruction. The energy E is extracted from the PZ-corrected
waveform by (a) estimating the amplitude or (b) from the shaped signal. For shaping the charge
signal, a trapezoidal filter with a certain rise time (= fall time) and flat top time was used.

drift time correction for charge trapping Drift path-dependent charge trapping (CT)
in HPGe detectors can worsen the energy resolution considerably. Charge trapping can be identified
by investigating the correlation of the quantities drift time and energy. Fig. 6.14 shows an example
for a 228Th calibration measurement with events constrained to the 2.6MeV 208Tl peak. It can be
observed that without any corrections, the quantities are strongly correlated (Pearson correlation
coefficient of ρ ≈ −0.5) indicating a strong amount of CT. To account for this effect, a drift time
correction is deployed [245].

In the first step of the correction, the product A0 of uncollected charge and drift time is esti-
mated based on the PZ-corrected waveforms. This quantity is also referred to as QDrift. It is equal
to the area A0 above the normalized signal trace in the time range between the onset and the end of
the charge collection process, see Fig. 6.15a. Assuming that A0 +A1 = A2 (time intervals of equal
length), the QDrift parameter is estimated as follows:

A0 = A2 −A1 (6.8)

=
∑

s[t0 + ξ+∆t : t0 + ξ+ 2∆t] −
∑

s[t0 : t0 +∆t]. (6.9)

Here, s(t) denotes the signal and ∆t a time interval chosen such that the charge for different inter-
action positions in the detector is fully collected within t0 + ∆t. Moreover, ξ > 0 describes a time
separating the intervals corresponding to A1 and A2. For the PPC detector surface characterization
measurements in Galatea, a value of ∆t = 2.5µs and ξ = 0 was chosen (the simulated maximum
drift time is slightly higher than 1µs). The CT-corrected energy Ec is then determined via

Ec = E+ fCT(E) ·A0, (6.10)

where fCT(E) is the energy-dependent CT factor. It is determined by optimizing the energy resolution
of various gamma peaks in the energy spectrum. To this end, several peaks are selected and the CT
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(a) Before charge trapping correction. (b) After charge trapping correction.

Figure 6.14: Charge trapping in a HPGe detector: (a) The quantities drift time and energy (here constrained to
events in the 2.6MeV 208Tl peak) are clearly correlated (ρ ≈ −0.5) resulting in a poor energy reso-
lution (∆E ≈ 4.99 keV FWHM). (b) After applying a drift time correction for CT, the quantities are
uncorrelated (ρ ≈ 0) and the energy resolution is improved considerably (∆E ≈ 3.05 keV FWHM).

factor is varied until the resolution is minimal. Fig. 6.15b shows an example for the estimation of the
optimal CT factor for the 2.6MeV 208Tl peak. As can be seen, the energy resolution is optimal for
a CT factor of fCT(2.6MeV) = 0.03. For gamma peaks at smaller energies, the optimal CT factor is
smaller. This energy dependence of the CT factor can be typically approximated by a linear relation
of the form

fCT(E) = a · E+ fCT,0. (6.11)

The parameters a and fCT,0 are determined using a linear fit. It should be noted here that in some
cases, higher order corrections might be necessary. Depending on the initial amount of CT in a
specific detector, the energy resolution might improve considerably after having applied the drift
time correction for CT. An example for the 2.6MeV 208Tl peak of a 228Th calibration measurement
before and after the correction is shown in Fig. 6.16. It can be observed that the peak width decreases
significantly after the correction. In addition, the peak is much more Gaussian in shape.
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Figure 6.15: Drift time correction for charge trapping. (a) The parameter A0 represents the product of uncol-
lected charge and drift time. It is determined based on the areas A1 and A2 via A0 = A2 −A1.
(b) For the final energy correction, the energy-dependent charge trapping factor fCT is determined
by optimizing the energy resolution of various gamma peaks (here shown for the example of the
2.6MeV 208Tl peak).
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Figure 6.16: Shape of the (uncalibrated) 2.6MeV 208Tl peak before and after the application of a drift time
correction for charge trapping. The correction optimizes the energy resolution and the peak shape.

delayed charge recovery (dcr) parameter estimation As already discussed in Ch. 5.3,
the delayed charge recovery (DCR) effect is a powerful tool to identify and discriminate surface alpha
events. The effect manifests itself as an excess slope in the exponentially decaying waveform tail. This
can be exploited to define a tail-based PSD parameter, the DCR parameter. Typically, it is computed
as described in the following [142, 228, 235]:

1) First, the slope δ of the waveform tail is computed based on a two-point slope estimation, see
Fig. 6.17a. To this end, the time point t97% at which the waveform has reached 97% of its
maximum amplitude, as well as the time point tlast corresponding to the last sample of the
waveform trace are estimated. Then, the charge signal (in terms of ADC units) and the time
are averaged in the two time windows3 [142, 235]

I) t97% + 2µs 6 t 6 t97% + 3µs, (6.12)

II) tlast − 1µs 6 t 6 tlast. (6.13)

While the first window is located relatively close behind the end of the leading edge (to avoid
shaping effects potentially induced by the readout electronics), the second window comprises
the last microsecond of the waveform trace. The tail slope δ is then obtained by dividing
the difference of the averaged signal values y1,y2 by the difference of the averaged time val-
ues t1, t2 [235]:

δ =
y1 − y2
t1 − t2

. (6.14)

The slope estimation can be performed for both the PZ-corrected and the uncorrected wave-
form. It should be noted here that a tail slope estimation based on an exponential fit would be
more accurate (given the exponentially decaying waveform tail). However, the two-point slope
estimation is preferred since it optimizes the computation time per waveform. In a compara-
ble study, no measurable improvement on the surface alpha rejection efficiency was observed
when the waveform tail was fit with an exponential [235].

2) This step only applies if the tail slope in the previous step was computed based on the uncor-
rected waveform (no PZ correction). The tail slope of every waveform is histogrammed as a
function of energy, see Fig. 6.17b. It can be observed that the slope shows an energy depen-
dence, i.e. it decreases with increasing energy. To correct for this dependence, the data are fit
with a linear function.

3 These time windows have been chosen to enable comparability with the measurement results presented in [142, 228, 235].
However, it should be noted here that this definition introduces a slight dependence on the trigger time in the waveform
trace: The second window is not defined relative to t0 but rather comprises a fixed time window (last microsecond of the
waveform trace).



76 measurement setup

3) For the non PZ-corrected waveforms, the uncorrected DCR parameter is eventually obtained
by correcting the tail slopes δ for their linear energy dependence:

DCRu = δ− (aE+ b), (6.15)

where a and b denote the fit parameters. In the case of the PZ-corrected waveforms, the uncor-
rected DCR parameter is equivalent to the tail slope, i.e. DCRu = δ, and no energy correction
is needed. The DCR parameter describes the rate of charges re-released into the detector bulk
(typically expressed in units ADC/ns). The resulting distribution as a function of energy is
shown in Fig. 6.17c. Moreover, the distribution of the DCRu values is illustrated in Fig. 6.17d.
While bulk events have DCR values centered around zero, surface alpha events can be identi-
fied as events in the high tail of the distribution.
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Figure 6.17: Determination of the delayed charge recovery (DCR) parameter. (a) First, the tail slope δ of every
waveform is computed based on a two-point slope estimation using the average signal and time
values in the blue and red marked areas. (b) Then, in the case of the uncorrected waveforms (no
PZ correction), the δ values of all waveforms are histogrammed as a function of energy and fit with
a linear function. (c) The uncorrected DCR parameter is obtained by correcting the tail slopes for
their linear energy dependence. For the PZ-corrected waveforms, no energy correction is necessary,
i.e. DCRu = δ. (d) When histogramming the DCR values, surface alpha events can be recognized
as events in the high tail of the distribution.

4) Typically, when applying DCR PSD cuts to physics data, a normalized version of the DCR
parameter is used. To this end, the DCRu distribution of 228Th or 232Th calibration events from
the Compton continuum in the energy region around the Qββ-value is fit with a Gaussian and
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shifted by the centroid µ of the fit. The 99% acceptance value σ99 of the shifted distribution is
estimated and the corrected DCR parameter is obtained via [235]

DCRc =
µ − DCRu

σ99
. (6.16)

The DCRc parameter differs from DCRu only by a slight shift and scaling. Since quantitative
DCR PSD cuts are not relevant in this work, and due to the additional dependencies of DCRc,
the DCRu parameter will be mostly used in the following.

It should be noted here that within this work, waveforms with a trace length of 20µs were recorded.
However, the DCR effect continues beyond the end of this digitization window. Therefore, the mea-
sured DCR values are only an approximation of the full amount of re-released charges.

6.6 detector performance

In the following paragraphs, the performance of the PONaMa1 detector in the Galatea test facility
will be discussed. The detector was first installed in the setup in April 2019. The measurements
were conducted in several phases in the time period from June to October 2019. An overview of
the measurements can be found in Tab. A.1 in the appendix. Between the measurement phases, the
cryostat was opened several times to exchange radioactive sources and to fix electronic noise issues.

depletion First, the depletion of the detector was investigated. To this end, the uncollimated
228Th source on top of the IR shield was used. Energy spectra for different bias voltages in the range
500V 6 VB 6 1800V in ∆VB = 100V steps were recorded. From these spectra, the peak positions
and the peak resolutions of the 238.6 keV 212Pb peak were extracted. Fig. 6.18 shows the normalized
peak position and resolution as a function of the applied bias voltage. For voltages VB & 1000V, both
quantities remain constant indicating the full depletion of the detector.

600 800 1000 1200 1400 1600 1800
Bias voltage (V)

0.75

0.80

0.85

0.90

0.95

1.00

Pe
ak

po
si

ti
on

(a
.u

.)

(a) Peak position.

600 800 1000 1200 1400 1600 1800
Bias voltage (V)

1.00

1.25

1.50

1.75

2.00

2.25

2.50

2.75

Pe
ak

re
so

lu
ti

on
(a

.u
.)

(b) Peak resolution.

Figure 6.18: Bias voltage scan of the PONaMa1 detector with a 228Th source. (a) The normalized peak position
and (b) the peak resolution of the 238.6 keV 212Pb line are used to determine the depletion voltage
of the detector. The red square measurement point at VB = 1050V indicates the bias voltage that
was used in the surface alpha characterization measurements.

energy calibration, energy resolution and stability A precise energy calibration of
the measurement data is important since almost all subsequent analyses depend on it. HPGe de-
tectors are commonly calibrated using gamma sources such as the isotope 228Th, cf. Ch. 6.3. In a
first step, the event energies are reconstructed in terms of ADC units of the digitizer. Thereupon,
depending on the amount of charge trapping present in the detector, a drift time correction for CT is
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applied. Several monoenergetic gamma lines in the uncalibrated, CT-corrected energy spectrum are
fit using a function of the form [94]

f(E) = A exp

(
−
(E− µ)2

2σ2

)
︸ ︷︷ ︸

Gaussian

+
B

2
erfc

(
E− µ√
2σ

)
︸ ︷︷ ︸

Low-energy step

+ C+D(E− µ)︸ ︷︷ ︸
Linear background

+
F

2
exp

(
E− µ
δ

)
erfc

(
E− µ√
2σ

+
σ√
2δ

)
︸ ︷︷ ︸

Low-energy tail

.

(6.17)

Here, A,B,C, D and F describe normalization factors, µ the mean (peak position) and σ the standard
deviation of a Gaussian distribution, and δ the decay constant of an exponential. The second, third
and fourth terms (low-energy step and linear background) describe the background shape of the en-
ergy spectrum underlying the gamma peaks. The last term is an exponentially modified low-energy
Gaussian tail used to approximate the peak shape distortion due to incomplete charge collection or
the residual presence of pile-up events in the energy spectrum [94, 142]. An example for the spectral
fit of the 2.6MeV 208Tl peak is shown in Fig. 6.19. The peak positions in terms of ADC units are
then associated with the corresponding true energy values of the gamma peaks (usually expressed
in keV units). Typically, the relationship can be described by a linear function of the form

E [keV] = a · E [ADC] + b, (6.18)

where a and b denote the fit parameters. It should be mentioned here that in some cases, higher
order relationships might be necessary. After having determined the fit parameters, all ADC values
are converted into energy values accordingly. An example of a long-term calibration measurement
with a 228Th source in the Galatea facility is shown in Fig. 6.20a.
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Figure 6.19: Example for the spectral fit (after drift time correction for CT) of the 2.6MeV 208Tl peak in a 228Th
calibration measurement. The peak shape is modeled as the sum of a full-energy Gaussian (green
curve), a low-energy step (orange curve), a low-energy tail (cyan curve), and a linear background
continuum (brown curve). The error bars correspond to statistical uncertainties assuming Poisso-
nian statistics.

The energy resolution ∆E is described in terms of the FWHM of a given gamma line at energy E,
cf. Ch. 10.3.5. It is computed by numerically extracting the difference of the two half-maximum
points of the fit function. When computing the energy resolution for various peaks in the calibrated
228Th spectrum, the 511 keV annihilation peak and the SEP are not considered since they are
Doppler-broadened. This is due to the fact that in the pair production process, cf. Ch. 3.1.3, the
electron-positron pair has a finite momentum. In the subsequent pair annihilation, the emitted
gammas are subject to an opposite Doppler shift by some energy amount ±∆E. If only one of these
gammas is detected (which holds true for the annihilation peak and the SEP), the corresponding
peak has a larger width than a FEP of the same energy. In contrast, the DEP is not affected by
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Doppler broadening since if both gammas escape the detector, the excess and deficit energies cancel
each other: (511 keV +∆E) + (511 keV −∆E) = 2 · 511 keV [94].

The relationship between the energy resolution and the energy is finally approximated with
the function in Eq. (10.21). An example for the estimation of the energy resolution is shown
in Fig. 6.20b.
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Figure 6.20: Example for the energy calibration procedure and the energy resolution estimation of a long-term
228Th measurement (20h). (a) The fitted centroids of the uncalibrated, charge trapping-corrected
spectrum are related to the true energy values. (b) The energy resolution in terms of the FWHM is
extracted from several gamma lines. The fitted lines are indicated by their energy (in keV) and the
corresponding isotope. The inset shows a zoom of the 2.6MeV 208Tl peak.

The stability of the detector in the measurement facility was investigated by analyzing the temporal
evolution of the baseline mean and the energy in the long-term calibration measurement. As can be
observed in Fig. 6.21, both quantities remained very stable over the measurement period of 20h. In
particular, the stability of the baseline mean (no significant drift) indicates that there were no major
changes in the leakage current of the detector during the measurement.

(a) Baseline mean vs time. (b) Energy vs time.

Figure 6.21: Temporal stability of (a) the baseline mean and (b) the energy in the long-term 228Th calibration
measurement.
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pulse shape discrimination performance For the PPC detector surface characterization
measurements in Galatea, the PSD performance was validated in a long-term 228Th calibration
measurement. The survival efficiencies εPSD were estimated as described in Ch. B.1 in the appendix.
The acceptance of MSEs in the SEP is heavily suppressed, i.e. only ∼ 6.7% of these events survive.
At the same time, the acceptance of events in the ROI is ∼ 40.4%. The obtained survival efficiencies
are in good agreement with the efficiencies obtained with the same detector type in the Majorana

Demonstrator experiment [142, 246].

electronic noise In most of the surface characterization measurements, a strong high-
frequency noise component was present. Although several attempts were made to reduce the elec-
tronic noise (improvement of the signal readout electronics and of the grounding scheme), it was
unfortunately not possible to locate its origin within the experimental setup. To better understand
the noise, it was investigated in terms of the power spectral density. This quantity was determined
for the waveform baseline of many events and then averaged. Using the example of a background
measurement, see Fig. 6.22, strong noise components with frequencies below 40MHz can be ob-
served. In addition, there are two pronounced components with frequencies 65MHz and 120MHz,
respectively. Due to the noisy measurement environment, a waveform smoothing for estimating
different waveform parameters such as the rise time, etc. was indispensable, cf. Ch. 6.5.
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Figure 6.22: Example for the power spectral density of a background measurement with the PONaMa1 detector
in the Galatea facility. Several pronounced noise components can be observed.

background radiation A precise knowledge of the radioactive background is important to
distinguish it from physics events. Therefore, several background measurements were conducted
with the PONaMa1 detector in the Galatea facility. Typically, the background event rate was on
the order of 90 cts/s (detection threshold of ∼ 50 keV). The energy spectrum of a three-hours long
background measurement is shown in Fig. 6.23. It can be observed that the spectrum shows several
characteristic gamma lines superimposed on a background continuum (mostly due to Compton
scattering of photons). The most prominent lines are from the isotopes 40K, 208Tl and 214Bi.

Since Galatea has no active muon veto system, it is important to have a rough estimate of
the cosmic ray muon flux φµ at the detector. Assuming that the average vertical flux of muons
with a mean energy of 4GeV at sea level is about one muon per square centimeter per minute and
knowing that the detector has a top surface area of about 37 cm2, the muon flux at the detector can
be estimated as follows: φµ = 37 · 60muons/hr = 2220muons/hr = 0.62 cts/s. Hence, the muon flux
is rather small compared to the overall background event rate.
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Figure 6.23: Energy spectrum of a three-hours long background measurement with the PONaMa1 detector
in Galatea. The most prominent gamma lines are indicated by their energy (in keV) and the
corresponding isotope.
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C H A R A C T E R I Z AT I O N O F S U R FA C E A L P H A I N T E R A C T I O N S

This chapter discusses the PPC detector surface characterization measurements with alpha particles.
After an overview of the measurement conditions in Ch. 7.1, the measurement results of the radial
alpha scans are discussed in Ch. 7.2. A comparison to previous measurements and conclusions can
be found in Ch. 7.3.

7.1 overview and measurement conditions

For the surface characterization measurements with alpha particles, an 241Am source (Eck-
ert & Ziegler) with an activity of A0 = 40 kBq was used. It is an open source, with the radionuclide
deposited onto a thin stainless steel disc (active area with a diameter of 7mm). For the 5.5MeV alpha
peak, the source has an expected FWHM of ∼ 19 keV. In the Galatea test facility, the 241Am source
was installed in the top collimator. A collimator configuration based on former Geant4 studies was
used [239]. It consisted of two cylindrical copper (Cu) segments, followed by two cylindrical PTFE
segments and four additional Cu segments, see Fig. 7.1. The 241Am source was installed between
the two PTFE segments. Based on the collimator geometry and the source strength, an alpha rate
of ∼ 0.7 cts/s was expected at the detector top surface. In all measurements, the 241Am beam spot
had an incidence of 90◦ on the detector surface. Its shape was simulated using Geant4, see Fig. 7.2.
To increase statistics of alpha events on the detector surface, collimator segments with a compa-
rably large diameter were used. Therefore, the top slit of the copper IR shield (width of 2.0mm,
cf. Ch. 6.1) acted as an additional collimator in the horizontal direction. This explains the oval shape
of the 241Am beam spot. In close vicinity to the point contact, the beam spot was shadowed by the
PTFE bar. Hence, it was not possible to take data in this region. For energy calibration purposes and
to confirm PSD capabilities, an uncollimated 228Th source was additionally mounted on top of the
IR shield. The 228Th source with an activity of A0 = 100 kBq was encapsulated in a cylinder made
from stainless steel.

3.2 mm

2.0 mm

10 mm

Cu PTFE Cu

Source

2.0 mm

40.5 mm

Beam

Figure 7.1: Collimator geometry used for the surface alpha characterization measurements in Galatea. An
241Am source was installed between the two PTFE segments. The figure is not to scale.

Several radial scans at different azimuthal positions, as well as background and stability measure-
ments were conducted. An overview of the surface alpha measurements is listed in Tab. A.1 in the
appendix. For the radial scans, to acquire sufficiently high statistics, a measurement time of 2hr at
each scan point was chosen. The measurements were performed by splitting the scan directions. First,
the collimator was moved from small to high radial positions (from rcol. = 0mm to rcol. = 36mm)
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in ∆rcol. = 4mm steps. Then, the collimator was moved from high to small radial positions (from
rcol. = 38mm to rcol. = 2mm) in ∆rcol. = 4mm steps. The detector was operated at a bias voltage of
VB = 1050V. This voltage was chosen to ensure comparability with the results of previous surface
alpha characterization measurements, cf. [228, 235].

(a) Beam spot in (x,y) plane. (b) Beam spot in (r,z) plane.

Figure 7.2: Shape of the 241Am beam spot in the (a) (x,y) and (b) (r, z) plane (simulated using Geant4). For
visual purposes, the PTFE bar mounted on top of the detector was excluded here (no shadowing of
the beam spot). The origin of the coordinate system is at the top center of the point contact with the
z-axis pointing towards the detector bulk.

7.2 measurement results

radial offset In the following paragraphs, the radial response of the PONaMa1 detector with
respect to alpha events on the passivated surface will be studied. For the measurements with the
241Am source, all radial positions r are expressed in terms of the radial detector position (origin at
the point contact). The data were corrected for a small radial offset between the detector position rdet
and the position rcol of the collimator:

r ≡ rdet = rcol + 3mm. (7.1)

Here, the offset of 3mm was determined by comparing the measured alpha event rate to the rate
obtained in Geant4 simulations, see Fig. 7.8. The offset could be due to misalignments of the detector
and its holding structure in the test facility, and of the collimator on top of the IR shield.

identification of alpha events In a first step, the alpha events needed to be identified and
distinguished from other events, particularly from those of the 228Th source. The energy spectra
of a measurement with the 241Am source (radial position r = 5mm), and of a measurement in
which only the 228Th source was used are shown in Fig. 7.3a. The contribution of the 228Th source
dominates the energy spectrum for energies up to ∼ 2.6MeV. At higher energies, the measurement
with the 241Am source deviates from the 228Th-only measurement. The elevated count rate is
attributed to alpha events [229]. A zoom into the low-energy region, see Fig. 7.3b, further shows the
59.5 keV gamma peak, the gamma ray byproduct of the alpha decay of 241Am, cf. Ch. 6.3.

To investigate the radial response of surface alpha events, the following observables were an-
alyzed as a function of energy: A/E, decay time τ, and rise time (10% − 90% and 60% − 96%).
Examples for the correlation plots at several radii are shown in Fig. 7.4. Just as the energy spectrum,
the distributions are dominated by events from the 228Th source. However, in some of the correla-
tion plots at various radial positions, alpha events can be identified. At small radii, alphas are best
visible in the decay time and rise time distributions. At higher radii, alpha events can be observed
in the A/E and rise time 10% − 90% distributions. In all cases, the alpha response strongly depends
on the radial position of the radioactive 241Am source. While at small radii the alpha population
is located at high energies, it moves towards smaller energies with increasing radius. This makes it
difficult to distinguish alphas from other events in some of the correlation plots.
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Figure 7.3: Energy spectra as measured with the 228Th and 241Am sources at the position r = 5mm (blue
curve) and the 228Th source only (red curve). (a) At higher energies, a continuum of alpha events is
visible. (b) A zoom into the spectrum at small energies shows the 59.5 keV 241Am gamma peak.
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Figure 7.4: Correlation plots of the quantities A/E, decay time τ, and rise time (10%− 90% and 60%− 96%) as a
function of energy at selected radial positions (r = 5, 11, 17, 23mm). In some plots, alpha populations
can be identified. For better visibility, they are marked with red boxes.
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isolation of alpha events and cut efficiency To better understand the observed ra-
dial dependence, multivariate cuts have been developed to isolate alpha events. To this end, cuts
have been applied to the pulse shape parameters A/E, decay time τ, and rise time (10% − 90%
and 60% − 96%). These cuts exclude regions from the data set, where no alpha events are present,
see Fig. 7.5. It is important to note that the cuts are radial-independent, i.e. the same cuts were ap-
plied at every radial position. Special care was taken to only exclude regions in the parameter space
which did not contain alpha events. While for the A/E and the decay time distributions only small
regions could be eliminated, a large number of non-alpha events could be excluded by applying cuts
to the rise time distributions, particularly in the case of the rise time 10% − 90% vs E distribution.
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(b) Decay time τ vs E.
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(c) Rise time 10% − 90% vs E.
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(d) Rise time 60% − 96% vs E.

Figure 7.5: Application of radial-independent multivariate cuts to the quantities A/E, decay time τ, and rise
time (10%− 90% and 60%− 96%) to isolate alpha events from other events. The quantities are shown
with the 241Am source at the radial position r = 5mm. The excluded regions are marked red. Most
of the non-alpha events can be eliminated by applying cuts to the rise time distributions.

In the end, the cuts on the four different pulse shape parameters were combined, i.e. only those
events that survived every cut concurrently were accepted. Fig. 7.6 shows the distributions of the
observables at various radial positions after having applied the cuts. In any case, it can be observed
that the energy of the alpha events degrades with increasing radial position. Moreover, the pulse
shape quantities evolve as follows with increasing radius and decreasing energy, respectively: the
A/E parameter first decreases, has a turning point at an energy of E ≈ 1000 keV and then increases
again. In contrast, the decay time of the alpha populations remains approximately constant (mean
value of τ ≈ 55µs). The rise time of the alpha events decreases considerably with increasing radius.
In all cases, it can be observed that at small radii the alphas have a large spread in energy. This
spread gets smaller at higher radii. The spread can be explained by the strongly changing weighting
potential at small radii. At small radial positions this results in a large slope dE/dr of energy over
radius so that the size of the beam spot has a strong effect on the energy width.
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(a) A/E vs E. (b) Decay time τ vs E.

(c) Rise time 10% − 90% vs E. (d) Rise time 60% − 96% vs E.

Figure 7.6: Correlation plots of the quantities A/E, decay time τ, and rise time (10% − 90% and 60% − 96%)
as a function of energy at selected radial positions (r = 5, 11, 17, 23mm) after the application of
multivariate cuts to isolate alpha events. It can be observed that the alpha energy decreases with
increasing radial position.
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Figure 7.7: Efficiency of the multivariate cuts to maintain non-alpha events. The efficiency was determined by
comparing the energy spectra of a 228Th calibration measurement before and after the application of
multivariate cuts to isolate alpha events. In the signal ROI, only slight deviations on the sub-percent
level can be observed.
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The efficiency of maintaining non-alpha events, particularly in the ROI, was investigated by applying
the multivariate cuts to a 228Th background measurement. By comparing the number of events
before and after the application of multivariate cuts, see Fig. 7.7, a global non-alpha event survival
fraction of 99.57% was obtained. In addition, in the ROI (Qββ ± 100 keV), a non-alpha event survival
fraction of 99.98% was obtained. Therefore, the developed cuts are very efficient at isolating alpha
events and maintaining other events at the same time.

alpha counts The evolution of the total number of alpha events as a function of radius is shown
in Fig. 7.8. The plot shows that in almost the entire radial range, the number of alphas remained
constant at a value of about 5000 events/scan position. For a measurement time of 2h/position, this
translates into an alpha count rate of about 0.7 cts/s. The deviation at small radii is most likely due to
a partial shadowing of the 241Am beam spot by the PTFE bar, cf. Ch. 6.2. Moreover, the decreasing
alpha rate at the outer radii might be explained by the fact that the alphas hit the lithiated layer of
the taper which they cannot penetrate. The plot also shows a comparison of the normalized alpha
counts and the alpha counts as predicted by Geant4 simulations, cf. Ch. 9.3.1. The simulations were
used to correct the measurement data for a slight offset of 3mm between the radial detector position
and the position of the collimator. To this end, the radial detector position was shifted so that the
increasing and falling edges of the alpha counts at small and large radii match, respectively [229].
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Figure 7.8: Radial dependence of the number of recorded alpha events and comparison to simulation. Except for
the innermost and outermost radial positions, the alpha counts remained nearly constant. Published
in [229].

stability of alpha response To investigate the stability of the detector response to surface
alpha events, a long-term stability measurement was carried out. The measurement with a total
duration of 8h was equally-divided into four sub-runs. During the measurement, the radioactive
241Am source was positioned at a fixed azimuthal and radial position (r = 7mm). The detector was
operated at a bias voltage of VB = 1050V. The stability was analyzed in terms of the mean alpha
energy and the total alpha counts during the individual sub-runs. Fig. 7.9 shows that both quantities
remained quite stable over the measurement duration. It should be noted here that also during the
sub-runs, the quantities showed a high temporal stability.
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Figure 7.9: Stability of the detector response to surface alpha events in terms of (a) the mean alpha energy and
(b) the total alpha counts. Each run corresponds to a measurement duration of 2h. The measurement
was carried out with the 241Am source at a fixed azimuthal and radial position (r = 7mm).

radial energy dependence To quantify the energy degradation observed for the surface al-
pha events, the energy values of the alpha populations were histogrammed and corrected for back-
ground events, see Fig. 7.10a. Just as in the correlation plots in Fig. 7.6, a strong radial-dependent
degradation can be observed. A quantitative description was obtained by extracting the mean alpha
energies 〈Eα〉 from the distributions. The alpha energy ranges were constrained manually to reject re-
maining background events and to get a more precise estimate of the mean alpha energies. Fig. 7.10b
shows the mean energy as a function of radius for two radial 241Am scans at different azimuthal
positions. Between the two scans, the detector was unbiased and the cryostat was re-evacuated. Error
bars represent the standard deviations of the constrained alpha energy distributions. At small radial
positions, due to the width of the distributions, the error bars are large. It can be observed that at
the outermost radii, the mean alpha energy is strongly reduced, i.e. almost no charges are collected
anymore. In contrast, at small radial positions, the alphas have a mean energy of Eα > 2500 keV. The
plot also shows that the results of the two measurements are in good agreement [229].
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Figure 7.10: Measured radial energy dependence of the surface alpha events: (a) Energy spectra of the alpha
populations at selected radial positions after the application of multivariate cuts. (b) Mean alpha
energy 〈Eα〉 as a function of radius r for two radial 241Am scans at different azimuthal positions.
Published in [229].

The observed radial-dependent energy degradation is consistent with the presence of negative sur-
face charges at the passivation layer, cf. Ch. 5.2. The holes created during a particle interaction are
attracted to the surface, whereas the electrons are repelled. After having arrived at the passivation
layer, the holes slowly drift along it in the direction of the point contact and can get trapped. Conse-
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quently, the signal development is primarily due to the collection of electrons resulting in reduced
signal amplitudes. The radial dependence can be attributed to the proportionality of the total elec-
tron charge to the weighting potential, cf. Eq. (5.4), which itself shows a radial dependence. In the
vicinity of the point contact, the weighting potential is close to unity and falls off sharply with in-
creasing radial position. It should be noted that unbiasing the detector and re-evacuating the vacuum
cryostat did not affect the observations significantly [229].

alpha superpulse waveforms In the next step, the pulse shape of the surface alpha events
was studied. Since single waveforms are very sensitive to noise, alpha superpulses were computed.
To this end, at a given radius, all waveforms corresponding to events in the range 〈Eα〉 ± 5 keV
around the mean alpha energy were selected. After a t0 time alignment of every pulse, they were
combined into a superpulse, see Fig. 7.11. At small radial positions, the signals first have a sharply
rising component followed by a very slowly rising one. The fast component is due to the collection
of holes which are close to the detector point contact. In this region the weighting potential is very
high resulting in a fast drift. In contrast, the slow component is due to the collection of electrons.
They must drift all the way to the n+ electrode in a strongly decreasing weighting field. At higher
radial positions, the hole component is reduced and the slowly rising electron component gets faster.
In general, the signal rise time (10% − 90%) decreases with increasing radius. This is due to the fact
that at higher radii, the electrons have a much shorter drift path to the n+ contact. Fig. 7.11a also
shows that the surface alpha events feature a slowly rising waveform tail, especially at small radial
positions. This is a clear indication for the delayed charge recovery (DCR) effect that will be analyzed
in more detail in the next paragraph.
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(b) Alpha superpulses (zoom of leading edge).

Figure 7.11: Superpulses of the surface alpha events at selected radial positions. For the computation of the
pulses, alpha waveforms in the range 〈Eα〉 ± 5 keV were selected. After a time alignment of the
pulses, they were averaged to a superpulse. (a) The left plot shows the full waveforms, whereas the
right one (b) shows a zoom of the leading edge.

radial dcr dependence As discussed in Ch. 5.3, the DCR parameter is a powerful variable to
discriminate surface alpha events. To investigate its radial dependence in the surface characterization
measurements, the DCRu parameter1 was computed for every event as described in Ch. 6.5. Its
correlation with the alpha energy after the application of multivariate cuts is shown in Fig. 7.12a.
It can be observed that at small radii, the surface alpha events have comparably high DCR values.
With increasing radial position and decreasing energy, respectively, their DCR rate decreases. To
quantify this dependence, the DCR rates were histogrammed and corrected for background events,
see Fig. 7.12b. In the next step, the mean DCR rates 〈DCRr〉 were extracted from the distributions.
Fig. 7.13a shows the mean DCR rate as a function of radius for two radial 241Am scans at different
azimuthal positions. Just as the mean alpha energy, the mean DCR rate decreases considerably
with increasing radius. At higher radial positions, the DCR rate of surface alpha events is close to
zero. Therefore, in this region, they are no longer distinguishable from normal bulk events. The

1 Similar results (slighty shifted and scaled) were obtained for the DCRc parameter, but are not discussed here.
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radial dependence can be explained in analogy to the radial energy dependence (the DCR rate is
proportional to the energy). The observations are consistent with the presence of negative surfaces
charges at the passivation layer. In particular, the results indicate that the DCR effect is caused by the
trapping of charges in a region close to the passivated surface, their subsequent slow re-release into
the detector bulk, and their drift to the corresponding electrode (here delayed arrival of electrons at
the n+ contact). This will be investigated in more detail by means of pulse shape simulations in Ch. 9.

(a) DCR rate vs E.
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Figure 7.12: (a) Correlation plot of the DCR rate with the alpha energy and (b) DCR histograms at selected
radial positions.
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(a) Mean DCR rate.
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Figure 7.13: Measured radial dependences of (a) the mean DCR rate and (b) of the mean DCR fraction for
two radial 241Am scans at different azimuthal positions. The DCR rate shows a strong radial
dependence. The fraction of charges re-released into the detector bulk is on the order of 0.5− 2.5%
of the total detected alpha event energy and is slightly dependent on the radius. Published in [229].

Another way of quantifying the DCR effect is in terms of the mean DCR fraction 〈DCRf〉. The fraction
is defined as the ratio between the amount of delayed charges that are re-released into the detector
bulk during a certain integration time window and the mean alpha energy. More specifically, the
parameter is obtained by converting the DCR rate from ADC/ns to keV/ns units using the linear
energy calibration constant a from Eq. (6.18), integrating over the length of the waveform tail tt (here
tt ≈ 14µs), and finally dividing by the detected mean alpha energy 〈Eα〉:

〈DCRf〉 = a · tt ·
〈DCRr〉
〈Eα〉

. (7.2)

The mean DCR fraction as a function of radius for the two radial scans is shown in Fig. 7.13b. The
fraction of re-released charges varies in the range 0.5 . 〈DCRf〉 . 2.5% and shows a slight radial
dependence. At higher radial positions, 〈DCRf〉 seems to increase again. However, it should be
noted that these fractions are numerically problematic as also 〈Eα〉 is close to zero [229].



92 characterization of surface alpha interactions

Finally, the correlation between the mean DCR rate and the mean alpha energy was investi-
gated, see Fig. 7.14. For event energies 〈Eα〉 & 500 keV, the variables show a strong linear correlation.
At smaller energies, a deviation from this behavior can be observed. Most importantly, in the signal
ROI at the Qββ-value of 76Ge, the DCR rate for surface alpha events clearly deviates from zero,
and thus from the DCR rate of normal bulk events. Therefore, even if the passivated surface is
charged-up negatively, surface alpha events ending up in the signal ROI can be rejected efficiently
by applying a DCR cut. As discussed above, in the presence of negative surface charges, the
discrimination of surface alpha events at high radial positions based on the DCR parameter is not
feasible. However, these events feature such a strongly degraded energy that they do not contribute
as a background source in the ROI.
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Figure 7.14: Correlation between the mean DCR rate and the mean alpha energy for two radial 241Am scans at
different azimuthal positions. The grey dashed line indicates the Qββ-value of 76Ge.

7.3 comparison to previous measurements and conclusions

An extensive measurement campaign was carried out to study the impact of alpha events on the
passivated surface of a PPC HPGe detector. The characterization measurements in a vacuum test
facility validated that the detector surface is prone to effects such as charge build-up. A radial-
dependent energy degradation of the surface alpha events was observed, i.e. a decreasing alpha
energy with increasing radial distance from the point contact. This could be explained with the
presence of negative surface charges and the intrinsic radial dependence of the weighting potential.
The measurements also demonstrated that surface alpha events exhibit a DCR effect which can
be exploited to powerfully reject them. Comparable to the alpha energy, a radial dependence
was observed for the DCR parameter. The reproducibility of the results was verified in several
measurements. Moreover, the detector response to surface alpha events showed a high stability over
an extended measurement period.

The measurement results obtained in this work are highly complementary to previous sur-
face alpha characterization measurements with the same detector in another measurement facility,
the TUM Upside-down BEGe (TUBE) scanning system [228, 235]. In those measurements, a positive
charge build-up on the passivated detector surface was observed. In accordance with the theoretical
descriptions in Ch. 5.2, a radial dependence of the alpha energy and the DCR parameter of the
opposite behavior was measured (quantities increasing with increasing distance from the point
contact) [235]. Fig. 7.15 shows a comparison of the radial dependence of the alpha energy in
both measurement facilities. The different results decisively proof that the passivated surface of
one and the same detector can accumulate either positive or negative charges. Unfortunately, it
was not possible to figure out conclusively what led to the different behaviors in the two test
facilities. Possible explanations are based on differences in the experimental setups, e.g. different
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grounding schemes close to the passivated detector surface (vacuum conductance), differences in
the PTFE holding structure, etc. Consequently, to enable an efficient rejection of alpha backgrounds
in LEGEND-200, measurements to determine the surface charge polarity in a LAr environment are
indispensable.

0 5 10 15 20 25
r (mm)

0

1000

2000

3000

4000

5000

6000

En
er

gy
〈E

α
〉(

ke
V

)

Full 241Am energy (∼ 5.5 MeV)

GALATEA setup
TUBE setup

Figure 7.15: Comparison of the radial dependence of the alpha energy in the Galatea and TUBE facilities.
Measurements were performed with the same PPC detector. While in Galatea a negative charge
build-up on the passivated detector surface was observed, the measurements in TUBE showed
positive surface charges. This results in the opposite radial dependence of the alpha energy. TUBE
data provided by J. Gruszko [228, 235].
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C H A R A C T E R I Z AT I O N O F S U R FA C E B E TA I N T E R A C T I O N S

In this chapter, the PPC detector surface characterization measurements with beta particles are pre-
sented. An overview of the measurement conditions can be found in Ch. 8.1. The measurement
results of the radial beta scans are discussed in detail in Ch. 8.2. Ch. 8.3 briefly summarizes the
results.

8.1 overview and measurement conditions

For the surface characterization measurements with beta particles, two different 90Sr sources and
collimator configurations were used within two measurement campaigns. In the first campaign, a
relatively weak source (A0 = 1.6MBq) with a comparably large beam spot on the detector surface
was used. Based on the experience gained in the first campaign, the collimator geometry was slightly
modified and a source with a higher activity (A0 = 5.0MBq) was used in the second phase. In the
following, we will focus our discussion on the results obtained in the second phase. In the Galatea

test facility, the 90Sr source was installed in the top collimator. A collimator consisting of seven
cylindrical tungsten (W) segments was used, see Fig. 8.1. The radioactive source was installed in
the third segment. Based on the collimator geometry and the source strength, a beta electron rate
of ∼ 300 cts/s was expected at the detector surface. In all measurements, the 90Sr beam spot had an
incidence of 90◦ on the detector surface. Its shape was simulated using Geant4, see Fig. 8.2.

0.5 mm

W

Source

10 mm

1.0 mm

40.5 mm

Beam

Figure 8.1: Collimator geometry used for the surface beta characterization measurements in Galatea. A 90Sr
source was installed in the third segment. The figure is not to scale.

As for the surface characterization measurements with alpha particles, several radial scans at dif-
ferent azimuthal positions, as well as background and stability measurements were conducted. An
overview of the measurements is listed in Tab. A.1 in the appendix. Typically, a measurement time
of 0.5hr at each scan point was chosen. Most of the scans were performed by moving the collimator
from high to small radial positions (from rcol. = 36mm to rcol. = 0mm) in ∆rcol. = 2mm steps. The
measurements were conducted with the detector operated either at the bias voltage of VB = 1050V
or at VB = 2000V. Here, we will focus our analysis on the measurements conducted at the higher
bias voltage (comparable, but less pronounced results were obtained for the data taken at the lower
bias voltage). The observed small dependence on the bias voltage is not yet fully understood.
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(a) Beam spot in (x,y) plane. (b) Beam spot in (r,z) plane.

Figure 8.2: Shape of the 90Sr beam spot in the (a) (x,y) and (b) (r, z) plane (simulated using Geant4). For visual
purposes, the PTFE bar mounted on top of the detector was excluded here (no shadowing of the
beam spot). The origin of the coordinate system is at the top center of the point contact with the
z-axis pointing towards the detector bulk.

8.2 measurement results

radial energy dependence In the following paragraphs, the radial response of the PONaMa1
detector to beta events on the passivated surface will be investigated. In contrast to the surface
alpha characterization measurements with the 241Am source, no radial offset between the detector
and the collimator position was measured (the detector holding structure and the collimator were
readjusted between the measurement campaigns). Hence, in the following, all radial positions are
expressed in terms of r = rdet = rcol.

The energy spectra of a measurement with the 90Sr source (radial position r = 4mm), and
of a background measurement are shown in Fig. 8.3a. Compared to the energy spectrum of the
background measurement, the 90Sr energy spectrum features a strong beta continuum for energies
up to ∼ 2.2MeV. This can be mainly attributed to the beta decay of 90Y, cf. Ch. 6.3. However, at
smaller energies, the pure 90Sr beta contribution is also visible.
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(a) 90Sr and background energy spectra.
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Figure 8.3: (a) Energy spectra of a measurement with the 90Sr source (position r = 4mm) (blue curve), and of a
background measurement (red curve). (b) Background-subtracted 90Sr energy spectra at selected ra-
dial positions. The black dashed lines correspond to polynomial fits of the spectra. The endpoint was
approximated by finding the intersection of the fits with a fixed value (grey dashed line). Published
in [229].
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To quantify the radial energy dependence, the 90Sr energy spectra at different radial positions were
first corrected for background events, see Fig. 8.3b. The following two effects can be observed [229]:

1) The total number of events decreases with increasing radial position.

2) The energy continuum shifts to lower energies with increasing radial position. This is especially
pronounced around the endpoint of the distribution.

The first effect was quantified by investigating the evolution of the total count rate (integrated over
the entire energy range 0− 3MeV) as a function of radius, see Fig. 8.4a. The plot shows that the
count rate first increases and then decreases with radius. The reduced rate at small radii can be
related to a partial shadowing of the 90Sr beam spot by the PTFE bar, cf. Ch. 6.2. Compared to the
surface characterization measurements with alpha particles, where the total number of alpha events
stayed nearly constant, cf. Ch. 7.2, the number of beta electrons clearly decreases at larger radii in
the case of the 90Sr measurements. This can be explained by the fact that surface events with a small
energy deposition (small penetration depth) were affected so severely by the energy degradation
that they fell below the detection threshold of the DAQ system. Compared to the measurements
with the 241Am source, the threshold was increased by a factor of ∼ 3 (from ∼ 16 keV to ∼ 50 keV) for
the measurements with the 90Sr source. This was necessary due to the much stronger activity of the
beta source (to avoid too high count rates) [229].
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Figure 8.4: (a) Evolution of the integral count rate in the energy range 0− 3MeV, and (b) of the relative endpoint
as a function of radius in a 90Sr scan. The quantities have been determined based on the background-
subtracted 90Sr energy spectra. Published in [229].

To also quantify the radial-dependent degradation of the beta continuum, the background-
subtracted energy spectra were fit with a seventh-order polynomial. To achieve convergence, the
fits were constrained to certain energy ranges (depending on the radial position). The endpoint E0
was approximated by estimating the intersection of the fit functions with a fixed value of the energy
spectra, i.e. 10−2 cts/(2 keV · s). This value was chosen to avoid statistical fluctuations at smaller
count rates which result in poor fits. Fig. 8.3b shows an example for the endpoint determination.
Due to the rough estimate of the endpoint and keeping in mind that this method is slightly subject
to binning effects, the endpoint was expressed as a relative endpoint (normalized to the maximum
value), see Fig. 8.4b. Just as the integral count rate, the spectral endpoint decreases considerably
with increasing radial position [229].

The observed radial-dependent energy degradation, i.e. a decreasing beta electron energy
with increasing radial distance from the point contact, is in qualitative agreement with the results
obtained in the surface alpha characterization measurements, cf. Ch. 7.2. In particular, the results
are again consistent with the presence of negative charges at the passivated detector surface.

radial dependence of other pulse shape parameters Analogous to the surface alpha
characterization measurements, the radial response of surface beta events was investigated in terms
of various pulse shape parameters. Examples for the correlation plots of the quantities A/E, decay
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time τ, drift time (0% − 90%), and DCR rate with energy at selected radii are shown in Fig. 8.5. It
can be observed that at small radial positions, most of the beta events have decreasing A/E values.
At higher radial positions, their A/E values increase again. In contrast, the decay time distributions
do not change considerably with increasing radius. In the drift time distributions, two event popula-
tions can be observed. One population is located at small energies and its drift time decreases with
increasing radial position. The second population is located at higher energies and has an increasing
drift time with radius. With the help of pulse shape simulations, cf. Ch. 9.3.3, it will be validated
that the first population corresponds to events with a small penetration depth which are sensitive
to surface effects. For the observed negative charge build-up on the passivated detector surface, the
signal formation is driven by the collection of electrons, cf. Ch. 5.2. Since at higher radii the elec-
trons are closer to the n+ contact, their drift time decreases. The second population corresponds to
events with higher penetration depths which are less sensitive to surface effects. These interactions
are subject to the usual charge collection behavior, in which the signal formation is mainly driven
by the collection of holes. Since at higher radii the holes have a longer drift path to the p+ readout
contact, the drift time increases with radius. These separated two event populations show that, un-
like alphas, not all beta electrons are affected significantly by surface charges, i.e. mostly those with
small penetration depths are affected.
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Figure 8.5: Correlation plots of the quantities A/E, decay time τ, drift time (0− 90%), and DCR rate as a function
of energy at selected radial positions (r = 2, 8, 14, 20mm). The red vertical and orange horizontal
ellipses in the drift time distributions indicate two event populations.
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The DCR effect for surface beta events is much less pronounced than for surface alpha events. The
DCR rate distributions in Fig. 8.5 show that some of the events - most likely those being sensitive to
surface effects - have increased DCR values. However, these events cannot be clearly separated from
those having a zero DCR value, i.e. the distributions are smeared. It is worth mentioning that in the
surface beta characterization measurements, the DCR effect was only observed when the detector
was operated at a bias voltage of VB = 2000V. For the measurements carried out at a lower bias
voltage (VB = 1050V), the DCR values of all events are smeared around zero, see Fig. 8.6. Therefore,
in the case of surface beta interactions, the DCR parameter is less suitable for the rejection of surface
backgrounds.
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Figure 8.6: Correlation plots of the DCR rate as a function of energy at selected radial positions
(r = 2, 8, 14, 20mm) and at a bias voltage of VB = 1050V.

8.3 conclusions

The PPC detector surface characterization measurements with beta particles showed a negative
charge build-up on the passivated surface. The observations are in qualitative agreement with the
surface alpha characterization measurements, i.e. a similar radial energy dependence was observed.
By analyzing the drift time distributions, two event populations could be identified: One being
affected by surface effects, the other one being mostly insensitive. This is in good agreement with
the theoretical expectation, i.e. only beta particles interacting close to the detector surface are being
affected. The measurements also demonstrated that surface beta events exhibit a DCR effect that is
much less pronounced than for surface alpha events. In addition, a bias voltage dependence of the
DCR effect was observed.

As no strong manifestation of the DCR effect was present for surface beta events, and since
their signal shape did not show obvious differences to those of normal bulk events, their dis-
crimination at the passivated surface of PPC detectors is expected to be challenging. Further
investigations in a realistic measurement environment in LAr are indispensable to better predict
these backgrounds, and to develop discrimination techniques. A dedicated scanning facility is
currently being constructed at Lawrence Berkeley National Laboratory (LBNL).
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S U R FA C E E V E N T S I M U L AT I O N S

To better understand the results of the surface characterization measurements with alpha and beta
particles discussed in Chs. 7 and 8, dedicated surface event simulations were performed. For the
pulse shape simulations (PSS), the package Siggen consisting of the two programs mjd_fieldgen

and mjd_siggen was used [234].

This chapter is organized as follows: Fist, a brief overview of the simulation framework is
presented in Ch. 9.1. In Ch. 9.2, to gain a comprehensive understanding of surface effects and to
understand their impact on various pulse shape parameters, charge collection efficiency maps are
analyzed. The results of 241Am and 90Sr Monte Carlo simulations are presented and compared to
the measurement results in Ch. 9.3. Finally, conclusions can be found in Ch. 9.4.

9.1 overview

electric field and weighting potential The stand-alone program mjd_fieldgen calcu-
lates the electric potential, the electric field, and the weighting potential inside the detector. In ad-
dition, it calculates the detector capacitance. The computation is based on a numerical relaxation
algorithm with an automatic adaptive grid. For PPC detectors, due to their cylindrical symmetry,
the computation can be performed on a two-dimensional grid (coordinates: r and z). At the pas-
sivated detector surface, a reflective symmetry is used as a boundary condition for the relaxation
algorithm. This is in accordance with the requirement that for zero surface charge at the passivation
layer, the field lines close to the surface are parallel to that surface, such that no charges intersect
the surface [229]. When computing the electric potential, mjd_fieldgen identifies and handles unde-
pleted volumes in the detector by setting the local net impurity of the corresponding voxels to zero.
This allows for realistic PSS even if the detector is not fully depleted [247]. Fig. 9.1 shows an example
of the electric potential and electric field of the PONaMa1 detector simulated with mjd_fieldgen. It
can be observed that the electric field is very high close to the point contact and low elsewhere.
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Figure 9.1: (a) Simulated electric potential and (b) electric field in the PONaMa1 detector without surface
charges. The potential in the detector is determined by the bias voltage (here VB = 2000V). The
electric field is high in the vicinity of the point contact and relatively low elsewhere. Simulations
were performed using mjd_fieldgen.
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signal formation The signals corresponding to energy depositions at specific positions in
the detector can be simulated with mjd_siggen. The program combines the field maps generated
with mjd_fieldgen with a charge drift model [248] containing information on the electron and hole
mobilities to compute the charge drift path. Furthermore, the corresponding signal is calculated
by solving the Shockley-Ramo theorem numerically, cf. Ch. 3.3.1. The output is a normalized,
PZ-corrected signal waveform starting at t0 = 0. mjd_siggen takes into account the temperature and
crystal axis dependence of the drift velocities [247].

Both programs, mjd_fieldgen and mjd_siggen, require a number of user inputs that are read
from a common configuration file. These inputs include the detector geometry and configuration
(bias voltage, temperature), the impurity profile, and other settings (grid size, charge cloud size and
diffusion, electronics response, etc.). Most importantly for this work, a (homogeneously distributed)
surface charge can be added to the passivated detector surface. The surface charge is expressed in
units of e/cm2 and is added as an impurity at every grid point on the surface [229].

9.2 charge collection efficiency maps

In a first step, charge collection efficiency maps of the PONaMa1 detector were calculated to study
the impact of surface effects on important pulse shape parameters such as the energy, A/E, drift
time, etc. To this end, point charges with starting positions arranged in a finely meshed grid in
the (r, z) plane were simulated using Siggen. The effects of diffusion and self-repulsion were not
included in the simulations. This will be discussed further in Ch. 9.3.4. The grid size was adjusted
dynamically in the z-axis direction to better visualize surface effects in the vicinity of the passivated
detector surface. Fig. 9.2 shows the charge collection efficiency maps for negative and positive sur-
face charges (σ = ±0.3 · 1010 e/cm2) for the quantities energy fraction, A/E, and drift time (0− 90%).
Here, the energy fraction is defined as the amount of energy that an event still has after signal
propagation in the presence of surface charges.

(a) Energy fraction, σ < 0. (b) A/E, σ < 0. (c) Drift time (0− 90%), σ < 0.

(d) Energy fraction, σ > 0. (e) A/E, σ > 0. (f) Drift time (0− 90%), σ > 0.

Figure 9.2: Charge collection efficiency maps of the quantities energy fraction, A/E, and drift time (0− 90%)
for negative surface charges (σ = −0.3 · 1010 e/cm2, top row), and for positive surface charges
(σ = +0.3 · 1010 e/cm2, bottom row) at a bias voltage of VB = 1050V. The distributions are shown
with a logarithmic scale in z to highlight surface effects at the passivation layer. The typical ranges of
alpha and beta particles within the active detection volume are indicated by the arrows. Published
in [229].

The energy fraction maps for negative and positive surface charges, see Figs. 9.2a and 9.2d, show
that in most of the active detection volume, the full event energy is obtained. However, for σ < 0,
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there is a strong charge loss in the region close to the passivated surface that extends to depths
of z . 1mm. This can be also seen in Fig. 9.3a showing the energy fraction as a function of depth for
various radial slices. Moreover, Fig. 9.3b shows the boundary between the charge loss region and
the region in which charges are fully collected. In the charge loss region, holes created during an
interaction are attracted to the passivated surface and do not contribute to the signal development.
The signal formation is driven by the collection of electrons to the n+ contact, cf. Ch. 5.2. The
efficiency map in Fig. 9.2a shows that at a given depth z . 1mm, with increasing radial position
the energy fraction decreases, i.e. the energy degradation gets stronger. The boundary of full charge
collection further indicates that at high radial positions, even alpha particles with high penetration
depths are affected by surface charges. With typical ranges of several tens of micrometers in
germanium, cf. Ch. 3.1.1, surface alpha events are completely subject to the charge loss region.
In contrast, surface beta events with higher penetration depths up to a few millimeters are only
partially affected [229].

In the case of positive surface charges, σ > 0, there is only a small region in the vicinity of
the point contact where events have a strongly degraded energy. Here, electrons created during an
interaction are attracted to the passivated surface and do not contribute to the signal development,
i.e. the signal formation is driven by the collection of holes. At a given depth z . 1mm, with
increasing radius, the energy degradation gets less severe. Compared to a negative surface charge
build-up, the degradation is much less pronounced. This is due to the fact that for σ < 0, holes are
not collected. In general, electrons do contribute less to the signal formation process since they drift
through a low weighting field to the n+ contact [229].
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Figure 9.3: (a) Energy fraction as a function of depth z for selected slices along a fixed radial position. (b) Bound-
ary indicating the full charge collection, i.e. the z-value above which the full event energy is obtained.
Simulation results are shown for negative surface charges (σ = −0.3 · 1010 e/cm2) at a bias voltage
of VB = 1050V.

For an increasing absolute amount of surface charges |σ| (at a fixed bias voltage) or a decreasing
bias voltage (at a fixed amount of surface charges), the charge loss region extends towards higher
depths z, see Fig. 9.4. It can be also observed that at higher bias voltages, events near the point
contact are less affected by energy degradation.

Finally, the impact of the detector temperature on the charge loss region was investigated.
The boundary of full charge collection for different temperatures (at a fixed amount of surface
charges and bias voltage) is shown in Fig. 9.5. The plot shows that with increasing detector
temperature, the charge loss region extends slightly towards higher depths z. However, compared
to the results at varying surface charge or bias voltage, the effect is rather small.
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(a) σ = −0.05 · 1010 e/cm2. (b) σ = −0.2 · 1010 e/cm2. (c) σ = −0.6 · 1010 e/cm2.

(d) VB = 1000V. (e) VB = 2000V. (f) VB = 4000V.

Figure 9.4: Charge collection efficiency maps showing the energy fraction for selected negative surface charges
(upper row, VB = 1050V) and bias voltages (lower row, σ = −0.3 · 1010 e/cm2). For higher absolute
surface charges or lower bias voltages, the charge loss region extends further into the detector bulk.
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Figure 9.5: Boundaries indicating the full charge collection for selected detector temperatures. Simulation results
are shown for negative surface charges (σ = −0.3 · 1010 e/cm2) at a bias voltage of VB = 1050V.

The A/E map for a negative surface charge build-up, see Fig. 9.2b, shows that at a given depth
z . 1mm, the A/E values first slightly decrease and then strongly increase with increasing radius.
This can be explained by the fact that at higher radial positions, the electrons drift in a slowly
changing weighting field with a short drift time which results in fast signals and thus high
A/E values. For positive surface charges, see Fig. 9.2e, high A/E values are encountered in the
region close to the point contact. Here, the holes drift in a rapidly changing weighting field with a
short drift time which also results in fast signals [229].

The drift time of events in the charge loss region for σ < 0 decreases with increasing radial
position (at a given depth z . 1mm), see Fig. 9.2c. This is due to the closer proximity of the
electrons to the n+ electrode at higher radii so they are collected faster. The drift time map also
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shows that at higher penetration depths outside of the charge loss region (z & 1mm), the drift
time increases with increasing radial position. Here, the holes drive the signal formation. At larger
radii, they have a longer drift path to the p+ contact and therefore a longer drift time. Likewise, for
positive surface charges, see Fig. 9.2f, where the signal formation in the charge loss region is driven
by the collection of holes, the drift time increases with radius [229].

9.3 comparison of measurement to simulation

9.3.1 Monte Carlo and pulse shape simulations

Extensive simulations were carried out to better understand and validate the results obtained in the
surface characterization measurements with alpha and beta particles. First, realistic energy deposi-
tion distributions in the PPC detector were simulated using the toolkit Geant4. Second, the corre-
sponding signals were simulated using Siggen. Third, various pulse shape parameters (A/E, DCR,
rise time, etc.) were computed and analyzed in post-processing routines. This three-step procedure,
illustrated schematically in Fig. 9.6a, will be discussed in more detail in the following paragraphs.

GEANT4 Event

GEANT4 Hits

Event IDTimestamp Energy Position (x, y, z)

mjd_siggen

Inputs

mjd_fieldgen

Electric potential,
weighting potential

Configuration file

- Detector geometry
- Impurity profile
- Surface charges
- Temperature, bias voltage
- Grid size, time steps
- Etc.

Signal

Energy A/E DCR etc.

Post-processing

Comparison to 
measurement

(a) Simulation structure. (b) Geant4 geometry.

Figure 9.6: (a) Structure of the PPC detector surface event simulations. (b) Three-dimensional rendering of the
Geant4 geometry of the surface characterization measurements in Galatea. Rendering provided
by L. Hauertmann. Published in [229].

1) geant4 simulations In the first step, the interaction positions (x,y, z) and energy deposi-
tions (E) of surface alpha and beta events in a PPC detector were simulated using Geant4. To this
end, a simplified geometry of the Galatea scanning facility was implemented (work by L. Hauert-
mann). Fig. 9.6b shows a rendering of the simulation geometry. Special care was taken to model
the measurement setup as realistically as possible. The geometry includes the vacuum cryostat, the
PONaMa1 detector, the PTFE support structure, the IR shield, the collimator geometry, and the slider
support structure. Depending on the measurement conditions (241Am vs 90Sr), the collimator ge-
ometry was adjusted accordingly. To acquire sufficiently high statistics, several million events were
simulated. For every simulated event, the parameters timestamp, event ID, energy, and interaction
position were stored for every charge deposition (hit) in the detector [229].
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2) pulse shape simulations The outputs of the Geant4 simulations (event ID, energy, and
position) were used as an input for pulse shape simulations (PSS) with Siggen. For a given event,
the signals corresponding to the individual hits were simulated and finally summed into one sig-
nal (weighted with the individual energy depositions). For most of the PSS, the following settings
were used in the Siggen configuration file: The computation was performed on a grid with a size
of 50µm× 50µm (smallest possible size). For simplicity, a linear impurity profile was used, with a
net impurity concentration at the detector top surface of ρ0 = 0.372 · 1010 e/cm3 and a net impurity
gradient of 0.025 · 1010 e/cm4. The parameters surface charge (surface impurity), surface drift veloc-
ity, detector bias voltage, detector temperature, and preamplifier time constant were adjusted based
on the specific measurement conditions. The evolution of the charge cloud size due to diffusion and
self-repulsion was neglected in all simulations. This will be discussed in more detail in Ch. 9.3.4.
Moreover, the implementation of a sophisticated electronic response model (e.g. modeling the elec-
tronic noise) was omitted. The simulated waveform of every event was stored for a time period
of 1500ns (starting at t = t0 = 0ns) with a time step length of ∆t = 1ns. This trace length was
chosen to minimize the computing time and to ensure a full charge collection of events close to the
passivated detector surface [229].

3) post-processing In post-processing, several pulse shape parameters were extracted from
the simulated waveforms. These include the signal energy, the maximum current amplitude to es-
timate A/E, the signal drift and rise time, and the DCR slope. Most of the parameters were deter-
mined as described in Ch. 6.5. The DCR effect for surface alpha events was modeled by convolving
the current signal with an exponential, followed by a re-integration to obtain the convolved charge
signal ŝ(t):

ŝ(t) = C
∑

t,t′=t+1

[s(t) − s(t− 1)]

(
1− exp

(
t− t′

τ

))
. (9.1)

Here, C denotes a factor containing the fraction of charges re-released into the detector bulk, s(t) the
original (non-convolved) signal, and τ an exponential time constant describing the time scale of
charge re-release. The equation accounts for the fact that the delayed charges are released starting
from when the alpha particle penetrates the surface, and then decaying away. The DCR rate defined
in this equation is proportional to the energy of the signal, in agreement with the measurement
results, cf. Ch. 7.2. It should be noted here that the DCR model in Eq. (9.1) was tuned to match the
measurement results obtained within this work. Alpha or beta surface events with another topology,
e.g. different incidence and/or energy, may not be described well [229].

9.3.2 Surface alpha events

overview In the following paragraphs, the results of the 241Am surface alpha event simulations
will be discussed and compared to the measurements. Events were simulated for different radial
positions (0mm 6 r 6 36mm) in ∆r = 1mm steps. Fig. 9.7 shows an example for the event distribu-
tion of the beam spot weighted with the event energy. While alpha events are located directly at the
passivated surface, other events, particularly gamma radiation (e.g. 59.5 keV gammas), have higher
penetration depths up to several cm. It is worth noting that almost all alphas are deposited at a fixed
depth (z ≈ 16µm) which is closely related to the fact they are mostly monoenergetic.

negative surface charges Typical alpha event waveforms obtained in the PSS with negative
surface charges (σ < 0) at various radial positions are shown in Fig. 9.8a. Qualitatively, the simulated
waveforms reproduce the behavior observed in the 241Am measurements very well, cf. Fig. 7.11,
i.e. the signal amplitude and thus the alpha energy decreases with increasing radial position. At the
highest radii, the signal energy is strongly degraded. It can be also observed that with increasing
radius, the drift time decreases, i.e. the electrons have a shorter drift path to the n+ contact.



9.3 comparison of measurement to simulation 107

(a) Beam spot in (x,y) plane. (b) Beam spot in (r,z) plane.

Figure 9.7: Event distribution of the 241Am beam spot in the (a) (x,y) and (b) (r, z) plane weighted with the
event energy (simulated using Geant4). The oval shape of the beam spot in the (x,y) plane is due
to shadowing of the spot by the slit in the IR shield. Alpha events are in close proximity to the
passivated surface (mean depth of z ≈ 16µm). Events with higher penetration depths are mainly
gamma events (particularly from the 59.5 keV gamma peak).
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(a) Negative surface charges, σ < 0.
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(b) Positive surface charges, σ > 0.

Figure 9.8: Alpha waveform examples simulated with Siggen for (a) negative and (b) positive surface charges
at selected radial positions. With increasing radius, for negative (positive) surface charges, the signal
amplitude decreases (increases). To emulate the DCR effect, the waveforms were convolved with an
exponential, cf. Eq. (9.1). Therefore, the waveform tails slightly increase with time.

The reconstructed energies and DCR rates of all simulated 241Am events were histogrammed be-
fore and after the signal propagation with negative surface charges (σ = −0.1,−0.3 · 1010 e/cm2),
see Fig 9.9. The histograms show that with increasing radius, the alpha population moves towards
smaller energies/DCR rates and gets narrower, in good qualitative agreement with the measure-
ments, cf. Fig. 7.10a. However, it should be noted here that there are differences between the spectral
shapes of the measured and simulated 241Am spectra, cf. Ch. 7.2. This is most likely due to the
fact that the simulation framework does not fully cover all relevant effects, e.g. diffusion and self-
repulsion of the charge cloud evolution were neglected. Moreover, the simplified simulation settings
(e.g. simplified geometry of the experimental setup, homogeneous distribution of the surface charges,
discrete simulation grid, no sophisticated electronics response, etc.) could also have an impact [229].
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Figure 9.9: Energy (upper row) and DCR histograms (lower row) of the simulated 241Am events at se-
lected radial positions. The energy spectra are shown for the cases of no signal propagation
(Geant4 reference, green curve), and for the signal propagation with negative surface charges
(σ = −0.1,−0.3 · 1010 e/cm2) (blue and red curves). Published in [229].
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(a) Mean alpha energy.
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Figure 9.10: Comparison of measurement to simulation: (a) mean alpha energy and (b) mean DCR
rate as a function of radius. Simulation results are shown for negative surface charges
(σ = −0.1,−0.3 · 1010 e/cm2). For both the radial dependence of the mean energy and the DCR rate,
a good agreement with the simulation was obtained for σ = −0.3 · 1010 e/cm2. For reasons of better
comparability, the simulated DCR rates were scaled with a constant factor. Published in [229].

To quantify the radial dependence observed in the PSS, the mean alpha energies and the mean
DCR rates were extracted from the distributions, see Fig. 9.10. To eliminate background events (par-
ticularly the gamma ray byproduct at 59.5 keV), only alpha events with an initial energy of > 5.3MeV
were selected. As for the measurements, the error bars represent the standard deviations of the dis-
tributions. It can be observed that for a higher absolute amount of surface charges, the energy
and DCR rate degradation is stronger, particularly at small radii. The values extracted from the
simulations are also compared to the measurement results. For better comparability, the simulated
DCR rates were scaled with a constant factor (a comparison of the absolute DCR values is not mean-
ingful, since they depend on the trace length which is different for measurement and simulation).
The plots show that the measurement and simulation results qualitatively agree well, i.e. they have
the same radial dependence. The measured and simulated mean alpha energies further show a good
quantitative agreement for a moderate surface charge of σ = −0.3 · 1010 e/cm2. In contrast, the mea-
sured mean DCR rates slightly deviate from the simulated ones, particularly for radial positions
r & 10mm. This might be due to the simplicity of the applied DCR model, cf. Eq. (9.1) [229].
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positive surface charges Alpha waveform examples obtained in the PSS with positive
surface charges (σ > 0) at various radial positions are shown in Fig. 9.8b. It can be observed that the
signal amplitude and thus the alpha energy increases with increasing radial position. At the highest
radii, the full signal energy of about 5.5MeV is retained. In addition, the drift time increases with
increasing radius. This can be explained by the fact that at higher radial positions, the holes have a
longer drift path to the p+ contact.

As in the case of negative surface charges, the energies and DCR values of all simulated 241Am
events were histogrammed before and after the signal propagation with positive surface charges
(σ = +0.3,+3.0 · 1010 e/cm2), see Fig. 9.11. Subsequently, the mean alpha energies and DCR rates
were extracted from the distributions. The plots show that the alpha energy degradation for positive
surface charges is much less pronounced than for negative surface charges. Moreover, increasing
the amount of surface charges only has a slight impact on the degradation level. In contrast, the
DCR effect is slightly enhanced at higher radii for higher surface charges. The simulation results are
in qualitative agreement with the TUBE measurement results, cf. Ch. 7.3 [228, 235].
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Figure 9.11: Energy (upper row) and DCR histograms (lower row) of the simulated 241Am events at se-
lected radial positions. The energy spectra are shown for the cases of no signal propagation
(Geant4 reference, green curve), and for the signal propagation with positive surface charges
(σ = +0.3,+3.0 · 1010 e/cm2) (blue and red curves).
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Figure 9.12: (a) Mean alpha energy and (b) mean DCR rate as a function of radius. Simulation results are shown
for positive surface charges (σ = +0.3,+3.0 · 1010 e/cm2).
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complementarity of pulse shape discrimination parameters In the previous TUBE
PPC detector surface characterization measurements with alpha particles, the leading edge-based
A/E and the tail-based DCR PSD parameters were found to be highly complementary [228, 235].
For the observed positive surface charge build-up, alpha events close to the point contact have
high A/E values but small DCR values. With increasing radius, the DCR value increases, while
the A/E value decreases. This can be seen in Fig. 9.13a showing the correlation between the A/E
and DCR parameters for the TUBE measurement. By applying a combined cut on the two variables
(indicated by the dashed lines in the plot), almost all alpha events can be rejected efficiently [235].

(a) Measurement (σ > 0). Source: [235]. (b) Simulation (σ > 0).

(c) Measurement (σ < 0). (d) Simulation (σ < 0).

Figure 9.13: Comparison of the correlation plots (measurement and simulation) of the A/E and DCR pulse
shape parameters for (a, b) positive and (c, d) negative surface charges at selected radial positions.
Since the quantities are uncalibrated, the absolute scales between measurement and simulation
differ.

In the case of a negative charge build-up on the passivated detector surface, as observed in the sur-
face characterization measurements in Galatea, the correlation between the two PSD parameters is
quite different. Fig. 9.13c shows that alpha events in close vicinity to the point contact have moderate
A/E values and high DCR values. With increasing radius, the A/E values first decrease and then
increase again, while the DCR values are falling steadily. At higher radial positions, a substantial
amount of the alpha events has an overlap with non-alpha events which are distributed around
DCR = 0 and A/E ≈ 0.5 (not visible in the plot due to the alpha selection using multivariate cuts).
Therefore, in the case of negative surface charges, the two PSD parameters are less complementary.
In particular, a combined cut cannot be used to reject all alpha events. However, at larger radii, the
energy is already degraded to such an extent that they do not constitute a background in the signal
ROI at the Qββ-value of 76Ge, cf. Ch. 7.2.

It is remarkable that the measurement results for both positive and negative surface charges
are in very good qualitative agreement with the simulation results, see Figs. 9.13b and 9.13d. This
strongly supports the validity of the surface charge model to explain the measurement results.
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9.3.3 Surface beta events

overview In the following paragraphs, the results of the 90Sr surface beta event simulations will
be discussed and compared to the measurements. Events were simulated for different radial posi-
tions (0mm 6 r 6 36mm) in ∆r = 1mm steps. Fig. 9.14 shows an example for the event distribution
of the beam spot weighted with the event energy. While beta events with small energies (small pen-
etration depths) are located close to the passivated surface, those with higher energies have higher
penetration depths. In general, beta events can be observed up to depths of z ≈ 1mm. Therefore,
compared to alpha events, the maximum penetration depth of beta events is much higher.

(a) Beam spot in (x,y) plane. (b) Beam spot in (r,z) plane.

Figure 9.14: Event distribution of the 90Sr beam spot in the (a) (x,y) and (b) (r, z) plane weighted with the event
energy (simulated using Geant4). Most events have penetration depths up to about 1mm.

negative surface charges As for the 241Am simulations, the energy values of all simu-
lated 90Sr events were histogrammed before and after the signal propagation with negative surface
charges (σ = −0.3,−0.7 · 1010 e/cm2), see Fig. 9.15. The histograms show that with increasing radial
position, the beta event energy degrades, in good qualitative agreement with the measurements,
cf. Ch. 8.2. For higher absolute surface charges, the degradation is stronger. It should be noted here
that there are slight differences in the spectral shape of the measured and the simulated 90Sr energy
spectra, particularly at smaller energies. As for the 241Am simulations, this is most likely due to the
simplified simulation environment.
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Figure 9.15: Energy histograms of the simulated 90Sr events at selected radial positions. The energy spectra are
shown for the cases of no signal propagation (Geant4 reference, green curve), and for the signal
propagation with negative surface charges (σ = −0.3,−0.7 · 1010 e/cm2) (blue and red curves).
To quantify the energy degradation, the spectra were fit with a seventh-order polynomial (black
dashed lines). Published in [229].

To quantify the radial dependence, the integral count rate was investigated, see Fig. 9.16a. The
energy threshold used in the simulation had to be adjusted such that the count rate of the simu-
lation roughly matches the measured rate. Due to the spectral differences and the negligence of
effects such as charge diffusion and self-repulsion, a quantitative comparison is not feasible. Instead,
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only qualitative statements are derived. As in the measurement, the simulated count rate at small
radii first increases (partial shadowing of the beam spot by the PTFE bar) and then decreases. The
energy degradation was also quantified in terms of the endpoint degradation of the 90Sr spectra,
see Fig. 9.16b. To this end, the spectra were fit with a seventh-order polynomial and the endpoint
was approximated in a comparable way as for the measurements. Larger deviations between mea-
surement and simulation can be observed at higher radial positions. This might be explained by
the fact that at higher radii, the endpoint estimation is rather inaccurate due to large statistical
fluctuations in the region of the spectral endpoint [229].
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Figure 9.16: Comparison of measurement to simulation: (a) integral count rate and (b) relative end-
points of the 90Sr energy spectra. Simulation results are shown for negative surface charges
(σ = −0.3,−0.7 · 1010 e/cm2). Published in [229].

In the radial 90Sr measurements, two event populations were observed, cf. Ch. 8.2. The first
population consists of low-energy events which have a decreasing drift time with radius. In contrast,
the second population consists of events with higher energies, whose drift time increases with
radius, see Fig. 8.5. The observed behavior is validated by the 90Sr simulations, see Fig. 9.17, and
can be explained as follows: Events with a small energy deposition Edep have a small penetration
depth z0, see Fig. 9.18. As discussed in Ch. 9.2, depending on the actual depth and the amount of
surface charges, these events are sensitive to surface effects, particularly to an energy degradation.
In contrast, events with a high energy deposition generally have a higher penetration depth. These
events are less sensitive to surface effects and most of the charges are collected in the usual behavior,
i.e. mainly driven by the collection of holes to the p+ contact [229].
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Figure 9.17: Correlation plots of the quantities drift time and energy at selected radial positions of the simulated
90Sr events. Simulation results are shown for negative surface charges (σ = −0.3 · 1010 e/cm2). The
red vertical and orange horizontal ellipses in the distributions indicate two event populations. Pub-
lished in [229].
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Figure 9.18: Correlation between the deposited energy Edep and the penetration depth z0 of the simulated
90Sr events (before the signal propagation with surface charges). Most events with a high energy
deposition have a high penetration depth. The penetration depth corresponds to the average depth
of the different hits for a given event weighted with the hit energies.

positive surface charges Finally, the impact of positive surface charges on the simulated
90Sr events was investigated. The histogrammed energy values of all simulated events before and
after the signal propagation with positive surface charges (σ = +1.0,+3.0 · 1010 e/cm2) are shown
in Fig. 9.19. The histograms show that with decreasing radial position, the beta event energy only
degrades slightly. However, compared to a negative charge build-up on the passivated detector
surface, the effect is much less pronounced, in good agreement with the observations in the charge
collection efficiency maps, cf. Ch. 9.2. In particular, higher absolute surface charges are required to
be capable of observing the energy degradation.
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Figure 9.19: Energy histograms of the simulated 90Sr events at selected radial positions. The energy spectra
are shown for the cases of no signal propagation (Geant4 reference, green curve), and for the
signal propagation with positive surface charges (σ = +1.0,+3.0 · 1010 e/cm2) (blue and red curves).
To quantify the energy degradation, the spectra were fit with a seventh-order polynomial (black
dashed lines) and the intersection with a fixed value was determined.

The radial dependence was again characterized in terms of the integral count rate (in the energy
range up to 3MeV, excluding zero-energy events) and the degradation of the spectral endpoint, see
Fig. 9.20. At small radial positions, due to a partial shadowing of the beam spot by the PTFE bar,
the count rate increases. At higher radii, the count rate remains approximately constant. The energy
degradation can be best observed in the region of the spectral endpoint. With increasing radial
position, the endpoint energy increases. For higher absolute surface charges, the effect is slightly
stronger, particularly at smaller radii.
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Figure 9.20: (a) Integral count rate and (b) relative endpoints of the simulated 90Sr energy spectra. Simulation
results are shown for positive surface charges (σ = +1.0,+3.0 · 1010 e/cm2).

9.3.4 Impact of diffusion and self-repulsion

For the surface event simulations carried out in the scope of this work single point charges were
used to model surface alpha and beta effects. Estimates of energy degradation, and of other pulse
shape parameters such as drift time, A/E, etc. were extracted and could reproduce the measurement
results qualitatively very well. However, when trying to reproduce the measured alpha superpulse
waveforms [249], cf. Ch. 7.2, it was realized that thermal diffusion and Coulomb self-repulsion
effects between charge carriers could have a significant impact [237]. Since these processes lead to
an increase of the charge cloud size during its evolution, they are of particular importance for the
investigation of detector surface effects. In the case of diffusion, the size of the charge cloud can be
described in terms of a Gaussian width σD [217]:

σD =
√
2Dt, (9.2)

whereD denotes the diffusion coefficient, and t the time. In general, the coefficientD has a transverse
and a longitudinal component, i.e. the charge cloud has a different diffusion coefficient perpendicu-
lar to the drift than it does along the drift. The charge cloud size evolution due to self-repulsion can
be described in terms of the width σR [217]:

σR =
3

√
3µe
4πε

Nt. (9.3)

Here, µ describes the charge carrier mobility, ε the permittivity in germanium, and N the number
of charge carriers. For interactions close to the (passivated) detector surface, the transverse diffusion
component together with self-repulsion has an important impact. Depending on the deposited
energy, the transverse charge cloud size grows very quickly (faster for higher interaction energies).
In contrast, the longitudinal component has a smaller impact (the longitudinal diffusivity is low
at a high electric field) [250]. Therefore, the charge cloud size essentially spreads out in two of the
three directions leading to a disc-like charge cloud. If the charges are now drifting parallel to the
surface, the diffusion component perpendicular to the drift at some point pushes the upper half
of the charge cloud onto the surface. Due to the disc-like structure, this will result in a smear of
charges on the surface that are trapped. The lower half of the charge cloud first moves away from
the surface and drifts further before being collected or trapped. This results in a modified charge
collection behavior compared to the case of point charges neglecting the effects of diffusion and
self-repulsion [229].

First attempts have been made to include these effects in PSS [237]. However, for several rea-
sons this is very challenging. The (three-dimensional) charge density distributions for both electrons
and holes, need to be evolved simultaneously. At each time step, a self-consistent electric field
has to be recalculated. Moreover, a fine computational grid (O(20µm)) and short simulation time
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steps (O(0.2ns)) are required. From the computational point of view, these requirements are very
challenging and serious approximations, e.g. two-dimensional calculations, are needed to make the
simulations tractable [229, 237].

9.4 conclusions

An extensive simulation campaign was conducted to better understand the results obtained in the
PPC detector surface characterization measurements with alpha and beta particles. In a first step,
charge collection efficiency maps were simulated. They comprehensively illustrated the impact of a
charge build-up on the passivated detector surface on various pulse shape parameters. One of the
main results was that 1) for a higher absolute amount of surface charges, 2) for a lower detector bias
voltage, and 3) for a higher detector temperature, the charge collection loss region extends further
into the detector bulk. While alpha particles with small penetration depths are always sensitive to
this region and thus to surface effects, beta particles with high penetration depths are only partially
affected. It was also shown that the surface effects are much less pronounced in the case of positive
surface charges.

In the next step, Monte Carlo simulations in combination with pulse shape simulations were
performed. The radial-dependent behavior of the energy and the DCR parameter observed in
surface alpha characterization measurements for both negative and positive surface charges, could
be reproduced in dedicated 241Am simulations. Moreover, a good qualitative agreement between
measurement and simulation was obtained for the A/E vs DCR distributions. This supports the
validity of the surface charge model to explain the measurement results. In the scope of 90Sr
simulations, the radial energy dependence observed in the surface beta characterization measure-
ments could be reproduced. Furthermore, the existence of two distinct event populations could be
validated: one being sensitive to surface effects, the other one being subject to the normal charge
collection behavior.





Part III

D E V E L O P M E N T O F S I G N A L R E A D O U T E L E C T R O N I C S F O R
L E G E N D

Signal readout electronics in close proximity to the germanium detectors plays a major
role in maximizing the experiment’s discovery sensitivity by reducing electronic noise
and improving pulse shape analysis (PSA) capabilities for the rejection of backgrounds.
However, the proximity also poses unique challenges for the radiopurity of the elec-
tronics. One of the main goals of this work is the development and characterization of
readout electronics for LEGEND. In LEGEND-200, a novel readout scheme based on for-
mer implementations will be used. Within this work, calibration and physics data of a
first full chain integration test are analyzed. It is shown that the novel readout system
features an excellent performance. For LEGEND-1000, backgrounds must be decreased
even further. To reduce the component originating from the readout electronics, the use
of an application-specific integrated circuit (ASIC) amplifier is foreseen. In this work, the
properties and electronic performance of a commercially available ASIC together with
a PPC detector are investigated. It is shown that low noise levels and excellent energy
resolutions can be obtained. In addition, the viability of PSA techniques is demonstrated.
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S I G N A L R E A D O U T E L E C T R O N I C S

This chapter discusses the basics of signal readout electronics for HPGe detectors. In Ch. 10.1, the
readout architecture typically used in 76Ge-based 0νββ decay searches will be presented. Ch. 10.2 fo-
cuses on the operating principle of a charge sensitive amplifier. Finally, electronic noise will be dis-
cussed in detail in Ch. 10.3. This includes the description of various noise sources, their mitigation,
and a mathematical framework for noise analyses.

10.1 signal readout architecture

The typical readout chain of radiation measurements with HPGe detectors is illustrated in Fig. 10.1.
The detector, operated as a diode with a reverse bias voltage applied, is followed by a charge sen-
sitive amplifier (CSA). In 76Ge-based 0νββ decay searches, the detector and (parts1 of) the CSA are
typically operated in a cryogenic environment (LAr or LN2 temperature). The amplified signals are
then acquired through analog or digital signal processing. In the analog chain, the output signals
of the amplifier are first shaped and then processed, for example by means of a multichannel ana-
lyzer (MCA). Usually, the shaping options (filters, shaping times) are rather limited. In contrast, in
the digital chain, the raw signals are recorded with an FADC. The digitized waveforms can then
be post-processed offline. A major advantage of digital signal processing is its enormous flexibility.
In particular, it allows to analyze the data with a wide variety of shaping filters. In addition, PSD
techniques can be applied which is important to effectively reject backgrounds, cf. Ch. 4.1.2.

Shaper MCA Energy

FADC PC Energy, etc.

Detector and 
bias voltage

Front-end (FE) Preamplifier 

Analog signal processing 

Digital signal processing 

Cold (cryogenic temperatures)

Charge sensitive amplifier (CSA)

Warm (room temperature)

Cf

Rf

JFET

A

Radiation

CD

Figure 10.1: Typical readout chain of radiation measurements with a HPGe detector. The detector and bias
voltage section is followed by the charge sensitive amplifier. In 0νββ decay searches, it typically
consists of a front-end stage located close to the detector, and of a second-stage preamplifier farther
away. The amplified signal is acquired through an analog or a digital signal processing.

10.2 charge sensitive amplifiers

Since the charge liberated by the incident radiation in a HPGe detector is usually very small, it
needs to be amplified before it can be processed further by analog or digital circuits. In 76Ge-based
0νββ decay searches, the CSA is typically divided into two stages: a first stage located close to

1 In the Majorana Demonstrator, the second-stage preamplifier was operated at room temperature.
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the detector, the front-end (FE) electronics stage, and further amplification stages farther away. The
front-end electronics stage improves the noise performance of the setup due to the minimization
of stray input capacitance which mainly originates from interconnections and increases with cable
length. In practice, the stage consists of a junction gate field-effect transistor (JFET) coupled to a
feedback circuit, see Fig. 10.1. The feedback circuit in turn consists of a feedback capacitor Cf between
the input and output integrating the charge from the detector. Moreover, a feedback resistor Rf in
parallel to the capacitor is typically used to continuously reset the amplifier (a second type of reset
mechanism will be discussed in Ch. 10.2.4). This is necessary to avoid a saturation of the dynamic
range of the readout electronics. As a result, after full charge collection, the preamplifier output
waveform is characterized by an exponential decay back to the baseline with a time constant of

τ ≈ RfCf. (10.1)

10.2.1 Requirements for 0νββ decay experiments

Amplifiers deployed in 0νββ decay searches have to fulfill stringent requirements. First, the CSA
should be located as close as possible to the detector. This reduces the capacitive load on the
amplifier as well as the pickup noise and is necessary to keep the electronic noise of the system
low. High noise levels increase the energy threshold and degrade the energy resolution, thereby
decreasing the experimental sensitivity, cf. Ch. 2.4.3. Another advantage of close proximity of the
CSA to the detector is the enhanced bandwidth of the system, i.e. faster signal rise times, which are
important for the successful application of PSD techniques. These noise and rise time requirements
are in conflict with the radiopurity requirements. The components close to the detectors contribute
to the radioactive background budget and thus decrease the experimental sensitivity. It is therefore
desirable to have as little material as possible close to the detectors. Consequently, the material
mass and the volume of the CSA must be very small. In addition, the selected components must
be very radiopure. In conclusion, one has to find a good compromise between low noise levels and
fast rise times on the one hand, and low radioactivity of the components close to the detectors on
the other [16]. To be capable of detecting signal events over a wide energy range (up to 10MeV), the
CSA needs to have a large dynamic range. In addition, it must be capable of driving (differential)
output signals into a large capacitance (long cables). Another requirement in 76Ge-based 0νββ
decay searches is that the CSA must be compatible with a range of different detectors (different
capacitances).

In LEGEND-200, the CSAs together with the detectors will be operated at cryogenic tempera-
tures in LAr, cf. Ch. 4.3.1. There are several commercially available amplifiers that fulfill the
stringent noise and bandwidth requirements discussed above. However, only few CSAs can be
operated at cryogenic temperatures. The main challenge of designing an amplifier working at
these temperatures is that typically the electronic behavior of components below temperatures
of T . 230K is not specified. The components need to have a high reliability, i.e. they need to
withstand many thermal cycles from room to cryogenic temperature and vice versa. In addition,
they need to be robust against electrostatic discharges, particularly when the electronics is connected
to the detectors. Consequently, the mechanical component integrity and the electrical performance
have to be tested thoroughly. Operation at cryogenic temperatures also requires a relatively low
power consumption of the CSA. This is necessary to avoid bubble formation due to local boiling of
the cryogenic liquid which could lead to microphonic noise. Further details of the signal readout
electronics for LEGEND-200 will be discussed in Ch. 11.

10.2.2 Junction gate field effect transistors

In LEGEND-200, a junction gate field-effect transistor (JFET) will be used as an amplification device
in the front-end electronics stage. The JFET is a voltage-controlled electronic device manufactured
from semiconductor materials. It has three terminals: gate, source, and drain. The path between the
source and drain terminals is called channel and is made from n-type or p-type semiconducting
material2. By applying a reverse bias voltage to the input terminal (gate), the channel is pinched.
Thereby, the current flowing through the channel (drain-source current) can be controlled. The

2 Typically, n-channel JFETs have a higher conductivity since electrons have a higher mobility than holes [192].



10.2 charge sensitive amplifiers 121

possibility of changing the electrical conductivity with the applied voltage can be exploited to
amplify or switch electronic signals.

A JFET as an amplification device has several advantages. Due to the high input impedance
of the gate terminal (ensuring that all charge is collected on the feedback capacitance), the device
draws very little current on its inputs. Consequently, JFETs have a low power consumption and
dissipate little heat which makes them amenable to miniaturization and dense packing in integrated
circuits (ICs) [251]. Moreover, when cooled, JFETs have a low electronic noise (1/f noise and series
noise, cf. Ch. 10.3) [252]. Finally, due to the possibility of in-die production (no additional chip
packaging), they can have a high radiopurity.

10.2.3 Application-specific integrated circuit (ASIC) technology

In 76Ge-based 0νββ decay searches, the JFET amplifier has been the traditional choice for front-
end electronics [225, 252–254]. Metal-oxide semiconductor field effect transistors (MOSFETs) have a
similar operating principle as JFETs but allow for the integration of the complete CSA and additional
signal processing stages into a single chip [252]. Compared to JFETs, MOSFETs have a gate that is
insulated electrically from the drain-source channel by a thin layer of metal-oxide. This makes their
input impedance even higher compared to JFETs. In contrast, they tend to have higher 1/f noise
factors, cf. Ch. 10.3.2, than their JFET counterparts [252, 255]. MOSFET circuits are typically custom-
designed and realized using CMOS processes.

cmos technology The term complementary metal-oxide semiconductor (CMOS) describes a
technology for the fabrication of ICs. It is characterized by the complementary use of n-type and
p-type MOSFETs (nMOSFET and pMOSFET) in a single substrate. Usually, CMOS technology is
used in digital electronics. However, due to its convenience, it is gaining more importance in ana-
log electronics as well. CMOS devices are characterized by low electronic noise levels, a low power
consumption, and high speeds. The production process is commonly specified in terms of the size
of the smallest component (transistor) in a chip. Common sizes such as 250nm, 180nm, and 65nm
are widely available and cheap. The smaller the components, the less is the power consumption,
the higher is the speed (circuit delays decrease), and the less space is required. On the other hand,
decreasing the component size also decreases the maximum supply voltage and hence the dynamic
range. Furthermore, the production costs increase as the component sizes decrease. The noise per-
formance of the device remains unaffected by changing the size [192].

asic technology The term application-specific integrated circuit (ASIC) refers to an IC cus-
tomized for a particular use, rather than intended for general-purpose use. Commonly, ASICs are
designed and produced using CMOS technology. The development of a specialized ASIC is often
costly and time-consuming. The chip design is mainly based on circuit simulations in which several
design rules have to be obeyed. Several design cycles (including prototype productions) are typically
needed before a final version of the chip is obtained. After every cycle, the performance is reviewed
and the reliability, as well as the robustness are optimized. There are three different types of ASICs:
1) digital, 2) analog, and 3) mixed-signal:

1) Digital ASICs are usually programmable and allow for an external control of various electronic
parameters. Nowadays, they are the most commonly used ASICs.

2) The electronic parameters of analog ASICs, on the other hand, cannot be controlled externally.
Due to their limited flexibility, they can only be found in very few specific applications, e.g. for
CSAs. Their advantages are the absence of digital noise (e.g. switching noise from electronic
clocks), and a high reliability.

3) In mixed-signal ASICs, digital and analog circuitry is coexisting in the same chip.

In the context of 0νββ decay searches, ASIC technology as signal readout electronics provides the
unique possibility to further reduce the radioactive mass close to the detectors, while maintaining
or even improving the spectral and noise performance achieved with conventional amplifiers. The
electronics baseline design of LEGEND-1000 envisages the use of a custom-designed analog ASIC
readout scheme [136].
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10.2.4 Preamplifier reset technologies

In order to avoid saturation and a reduction of the dynamic range of the CSA, it needs to be reset
appropriately. While traditional signal readout electronics devices are commonly reset via a contin-
uous reset, ASICs are often reset via a pulsed reset, see Fig. 10.2. In the continuous reset mode, the
reset of the preamplifier is realized by a feedback resistor (Rf) in parallel with the feedback capac-
itor (Cf). As discussed in Ch. 10.2, this results in an exponential decay of every signal pulse with
a time constant τ ≈ RfCf. In contrast, in the pulsed reset mode, the preamplifier is reset externally,
see Fig. 10.2. Commonly, an external logic signal (rectangular pulse) is used to control a CMOS tran-
sistor to discharge the feedback capacitor. The reset rate strongly depends on the count rate, and on
the leakage current of the detector. Waveform examples for both reset modes are shown in Fig. 10.3.
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Figure 10.2: Preamplifier reset via (a) pulsed reset and (b) continuous reset. In the pulsed reset mode, the
feedback capacitor is discharged by an external logic signal. In contrast, in the continuous reset
mode, a feedback resistor in parallel to the feedback capacitor resets the preamplifier.
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Figure 10.3: Waveform examples of (a) the pulsed reset mode and (b) the continuous reset mode. Events in the
pulsed reset mode can be identified as steps in the linearly decreasing ramps (see inset). Since there
is no feedback resistor removing the charges from the feedback capacitance, every event decreases
the preamplifier output to a lower voltage. As soon as the dynamic range of the CSA is reached,
it is reset back to the starting value by an external device. The reset events can be identified as
the large positive steps between the decreasing ramps. In the continuous reset mode, the reset is
realized by a feedback resistor resulting in an exponentially decaying pulse with a certain decay
time.

Advantages of the pulsed reset mode encompass the absence of exponentially decaying waveforms
(no pole-zero correction required), a better noise performance (no parallel noise from the feedback
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resistor), and a higher radiopurity (no feedback resistor). On the other hand, every reset is accompa-
nied by a recovery time of typically a few µs increasing the dead time of the measurement system.
In addition, synchronizing resets in systems consisting of many detectors might be problematic.

At the time of writing of this thesis, only a few DAQ systems were compatible with the pulsed reset
mode. For measurements conducted in the pulsed reset mode in this work, this aspect was bypassed
by using an AC (capacitive) coupling element interconnected between the preamplifier output and
the DAQ system input, see Fig. 10.4. The AC coupling acts as an RC high-pass filter. Effectively, it
differentiates the pulsed reset signals with a certain time constant, thereby transforming them into
continuous reset-like signals.

IN

OUT

RAC
CAC

Figure 10.4: AC coupling to transform pulsed reset events into continuous reset-like events. The capacitive
coupling filters out the DC component of a signal. It is realized by inserting a capacitor CAC in
series with the signal. The resistor RAC is realized by 50Ω termination of the transmission line.

10.3 electronic noise

10.3.1 Overview

Electronic noise describes unwanted random fluctuations superimposed upon electrical signals. It is
present to some extent in all electronic systems. In the context of readout electronics, noise leads to a
degradation of the information carried by the signals. In particular, it worsens the energy resolution
and hence the ability of the system to distinguish signal from background events. Two mechanisms
contribute to the total noise [256]:

1) Random fluctuations of the charge carrier velocities due to thermal motion (e.g. thermal noise).

2) Random fluctuations of the charge carrier number (e.g. 1/f noise, shot noise).

For CSAs, electronic noise is commonly expressed in terms of the root mean square (RMS) voltage
of the signal baseline. Due to the randomness of noise, its distribution is typically Gaussian. The
critical parameter is the total capacitance in parallel with the input of the amplifier. By reducing the
input capacitance of the CSA, the signal-to-noise ratio can be enhanced.

10.3.2 Noise sources

thermal noise One of the main noise sources in detector electronics is thermal noise (also
called Johnson or Nyquist noise). It is caused by the random thermal motion (Brownian motion)
of free charge carries and is intrinsic to all conductors, even if no voltage is applied. At microwave
frequencies and lower, thermal noise is Gaussian and its amplitude in terms of RMS can be described
by the Rayleigh-Jeans approximation [251]:

Vn =
√
4kBTR, (10.2)

where kB denotes the Boltzmann constant, T the temperature, and R the resistance of the conductor.
Thermal noise power is independent of the frequency and is thus also called white or broadband
noise. White noise is characterized by equal contributions from the whole frequency range. The
noise in Eq. (10.2) is expressed in units of V/

√
Hz. This means that the amplitude of the fluctuations

depends on the range of frequencies the system is sensitive to, the so-called bandwidth. The RMS
noise fluctuations in terms of volts are obtained by assuming a finite bandwidth B of the considered
system so that [251]

VRMS = Vn ·
√
B. (10.3)
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As can be seen from Eq. (10.3), thermal noise increases with the square root of bandwidth. Hence,
by decreasing the bandwidth of the considered system, thermal noise can be reduced. In a HPGe de-
tection system, various thermal noise sources can be encountered, e.g. Johnson noise in the feedback
resistor.

1/f noise Many dynamical systems (not limited to electrical ones) exhibit noise that decreases
with frequency f according to a power law:

P(f) ∝ f−k , (10.4)

with k typically being close to unity. This low-frequency noise is called 1/f noise (also Flicker or
pink noise). It is often characterized by a corner frequency denoting the frequency for which it
becomes comparable to the white noise in the system [251].

shot noise The electrical current I is quantized in units of electron charge e. At a given node
of a circuit, current fluctuations are expected since the charge carriers arrive at random times. These
statistical fluctuations of the number of charge carriers are referred to as shot noise. Just as thermal
noise, shot noise is broadband noise that can be described by a Gaussian distribution. The ampli-
tude ∆IRMS of the current fluctuations in terms of RMS can be approximated as [251]

∆IRMS =
√
2eIB (10.5)

which is valid for frequencies up to I/e. Eq. (10.5) shows that the relative contribution of shot noise
increases with decreasing current:

∆IRMS

I
∝ 1√

I
. (10.6)

This means that at small currents shot noise can become the dominant source of noise. In signal
readout electronics, shot noise is only relevant in the first stages of a CSA, where small signals are
amplified [251]. An example in HPGe detection systems is the JFET in the front-end stage.

electromagnetic interference Noise originating from external sources outside the circuit
can be attributed to electromagnetic interference (EMI). Cables and circuit components act like an-
tennas and can pick up noise from stray electromagnetic fields around them. An important example
of EMI is 50Hz mainline noise (60Hz in the USA) which can also show up at harmonics (100Hz,
150Hz, etc.). Another example is the noise introduced by modern power supplies converting AC to
DC via rapid switching of voltages. This can be mitigated by using linear power supplies [251].

10.3.3 Mathematical formalism

The electronic noise measured at the output of a CSA is commonly expressed in terms of the equiv-
alent noise charge (ENC). The quantity describes the amount of charge (number of electrons) that
injected by a delta-like pulse leads to a signal at the amplifier output whose amplitude equals the
RMS noise, i.e. the amount of charge that makes the signal-to-noise ratio equal to one. The ENC
is composed of three uncorrelated quantities that include the noise sources described in Ch. 10.3.2.
More specifically, it is a sum of the parallel, series, and 1/f noise [224]:

ENC2 = ENC2p + ENC2s + ENC21/f . (10.7)

In the context of a HPGe detection system, the signal and noise sources can be modeled as depicted
in Fig. 10.5. While the detector is modeled as a capacitor with capacitance CD, the current signal
is modeled as a delta-like charge pulse I(t) = Qδ(t). The charge is delivered to the detector
capacitance, as well as to the input capacitance Ci of the CSA. The output signal transmitted to the
digitizer can be interpreted as the output of a noiseless preamplifier with gain A in parallel to a
current noise generator, and in series to a voltage noise generator [94, 224].

parallel noise The parallel noise ENC2p is associated with noise currents flowing into the
input circuit. It is dominated by the detector leakage current and the thermal noise induced by the
feedback resistor and can be expressed as [256]

ENC2p ∝
(
2eIT +

4kBT

Rf

)
τs. (10.8)
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Qδ(t) CD + Ci Rp

Rs
1/f s

A

p

Noiseless
preamplifier

Digitizer

Figure 10.5: Signal and noise sources in the readout system of a HPGe detector. The output signal transmitted
to the digitizer is modeled as the output of a noiseless preamplifier, connected to a detector with
capacitance CD, a series voltage generator (index s), and a parallel current generator (index p). The
current signal is modeled as a delta-like charge pulse Qδ(t), and the CSA input capacitance is
denoted as Ci. Plot idea from [224, 257].

Here, IT denotes the total current, kB the Boltzmann constant, T the operational temperature of the
feedback resistor, Rf the feedback resistance, and τs a characteristic shaping time of the selected
shaping filter. The total current is proportional to the sum of the detector leakage current IL and
the gate current IG of the JFET in the input stage of the CSA [192, 224]. While the latter component
is usually negligible, the leakage current component can be minimized by reducing the operating
temperature of the detector, cf. Ch. 3.2. The parallel noise can be also reduced by using a resistor
with a high feedback resistance. On the other hand, too high a feedback resistance results in a long
decay time of the signal pulse, cf. Eq. (10.1), which can lead to pile-up. Consequently, a compromise
between reasonably low parallel noise and a moderate decay time has to be found.

series noise The series noise ENC2s originates from sources in series with the detector signal.
The dominant contribution is due to shot noise in the JFET. It can be expressed as [256]

ENC2s ∝
4kBT

gm

C2T
τs

, (10.9)

where gm is the transconductance of the JFET, and CT the total capacitance. The transconductance
is the ratio of the drain current fluctuation and the gate-source voltage fluctuation. The total ca-
pacitance is the sum of the detector capacitance CD, the input capacitance Ci of the CSA, and the
feedback capacitance Cf [224]:

CT = CD +Ci +Cf. (10.10)

Typically, the detector capacitance is the dominating term [251]. As can be seen from Eq. (10.9), the
series noise can be minimized by reducing the total capacitance. This is the reason why detectors
with a low capacitance are used preferentially. Moreover, the series noise component can be reduced
by choosing a JFET with a high transconductance, and operating it at low temperatures.

1/f noise The 1/f noise is independent of the shaping time and is typically subdominant [251].
It can be expressed as [256]

ENC21/f ∝ AfC
2
T . (10.11)

Here, Af is a 1/f noise factor depending on the dielectric properties and the fabrication process of
the specific JFET [252].

optimal shaping time As can be seen from Eqs. (10.8) and (10.9), the electronic noise strongly
depends on the chosen shaping time. While the parallel noise is proportional to it (ENC2p ∝ τs),
the series noise is inversely proportional to it (ENC2s ∝ 1/τs). Consequently, the shaping time can
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be optimized such that the sum of the parallel and series noise components is minimal. This is
applicable to any chosen shaping filter [251]. If we define the pre-factors as

A :=
4kBT

gm
C2T and B := 2eIT +

4kBT

Rf
, (10.12)

then the optimal shaping time τ∗s is given by

τ∗s ∝
√
A

B
. (10.13)

In practice, the optimal shaping time is obtained by investigating the ENC as a function of shaping
time. This procedure is commonly referred to as noise sweep and results in a noise curve. An
example of a typical noise curve is shown in Fig. 10.6.
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Figure 10.6: Noise curve example showing the equivalent noise charge (ENC) as a function of the shaping time.
To minimize the electronic noise, the shaping time of the shaping filter needs to be optimized. For
too short (long) a shaping time, the series (parallel) noise term dominates. Plot idea from [94, 251].

10.3.4 Noise mitigation

To reduce the electronic noise sources discussed in the previous sections and to enhance the sig-
nal detection efficiency in a radiation detection system, appropriate noise mitigation and reduction
strategies are of major importance. Many noise sources can be eliminated by deploying proper
grounding and shielding. The ground defines the reference potential for all voltages in an electronic
circuit. In complex circuits, grounding noise can arise from potential differences between different
ground connections, i.e. ground loops. They can be mitigated by bringing all ground connections
to the same potential to a single common node (star grounding). Another effective means of reduc-
ing noise is to use shielded cables such as coaxial cables. The shielding acts as a Faraday cage and
isolates the circuit from external noise sources such as electromagnetic interference.

10.3.5 Energy resolution

The energy resolution of a HPGe detection system depends on the electronic noise of the signal read-
out electronics, on statistical fluctuations in the charge production process, and on the efficiency of
the charge collection process in the crystal. Moreover, the data analysis procedures in post-processing
have an impact (e.g. shaping filter and settings, quality cuts, calibration procedure, etc.). From the
theoretical point of view, the energy resolution ∆E is defined in terms of the FWHM of a given
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gamma line in the energy spectrum. The contribution of the electronic noise to the line width (in
units of keV) is a constant that is independent of the energy [94]:

wENC = 2
√
2 log 2 · ε

e
· ENC. (10.14)

Here, ε denotes the average energy necessary to create an electron-hole pair in germanium. A second
contribution to the energy resolution is given by the charge production process in the crystal which
is characterized by statistical fluctuations in the number of produced electron-hole pairs [94]. The
average number N of electron-hole pairs created in a particle interaction is given by the ratio of the
absorbed energy E and the average energy ε:

N =
E

ε
. (10.15)

Assuming Poissonian statistics, the uncertainty σN on the average number N can be expressed as:

σN =
√
N =

√
E

ε
. (10.16)

This implies that the uncertainty σE of the absorbed energy is given by

σE = σNε =
√
εE. (10.17)

If we further consider a material-dependent Fano factor F to account for the not purely Poissonian
nature [258], the charge production process contributes with a width of [94]

wCP = 2
√
2 log 2 ·

√
εFE. (10.18)

Although various measurements have been conducted, the Fano factor for germanium is not yet
known precisely. Recently published values lie in the range 0.05 6 F 6 0.11 [259–262]. The last
component contributing to the spectral line width is the charge collection efficiency of the detector
and readout system, and the charge integration properties of the shaping filter. The charge collection
and integration term can be described by the empirical formula [94]

wCC = 2
√
2 log 2 · c · E, (10.19)

where c is a constant factor. Summing the terms wENC,wCP and wCC in quadrature (they are statis-
tically uncorrelated), the following expression is obtained for the energy resolution:

FWHM(E) =
√
w2ENC +w2CP +w2CC (10.20)

= 2
√
2 log 2

√
ε2

e2
ENC2 + εFE+ c2E2. (10.21)

While at low energies the electronic noise dominates, the charge collection term takes over at higher
energies. This implies that minimizing the electronic noise is crucial when measuring at low energies.
The three terms in Eq. (10.21) represent a lower limit on the energy resolution and give rise to a
purely Gaussian peak. Sources of resolution loss and a deviation from the Gaussian peak shape
include imperfect charge collection in the crystal, ballistic deficit, etc.
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S I G N A L R E A D O U T E L E C T R O N I C S F O R L E G E N D - 2 0 0

In this chapter, the signal readout electronics for LEGEND-2 0 0 will be discussed. An overview of
the readout architecture is given in Ch. 11.1. First results of the Post-GERDA Test are presented
in Ch. 11.2. Ch. 11.3 focuses on the characterization of a backup CSA for LEGEND-2 0 0 . Finally, the
main measurement results are summarized in Ch. 11.4.

11.1 overview

For the signal readout electronics in LEGEND-2 0 0 , the expertise gained in implementations by
the predecessor experiments, GERDA and Majorana Demonstrator, was channeled to develop
a novel, fully custom-designed readout system. Fig. 11.1 shows a simplified illustration of the
LEGEND-2 0 0 readout scheme. To optimize the noise performance and to obtain low detection
thresholds, the CSA is divided into two stages. A first stage very close to the detectors (sev-
eral cm) is based on the radiopure low-noise, low-mass front-end (LMFE) readout electronics of
the Majorana Demonstrator [263]. It is a resistive-feedback device consisting of a JFET amplifier,
a feedback capacitor (C f), and a feedback resistor (R f). A second stage farther away (∼ 0.3− 1.5m

HPGe 
detector 

JFET

A

Cf
Rf Cp LMFE

LAr

CC4 
(7ch)

HV

Cryostat 
flange

Data acquisition system

Pulser

~ 
1.

0 
-

1.
5 

m
 

co
ax

ia
l c

ab
le

s

10 m flat cable 
(Kapton)

HV

Active 
differential 

receiver

Figure 11.1: Simplified illustration of the readout scheme in LEGEND-200. The HPGe detectors together with
the signal readout electronics are operated in LAr. The electronics consists of a first-stage low-
noise, low-mass front-end (LMFE), and of a second-stage CC4 preamplifier. In addition, the readout
system comprises an active receiver and a DAQ system outside of the cryostat.
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above the detector array), the CC4 preamplifier, has been developed based on the preamplifier of the
GERDA experiment [19, 20]. Finally, the LEGEND-200 readout electronics includes a novel active
receiver and a DAQ system to read out up to 200 HPGe detectors. In the following sections, the
signal readout electronics for LEGEND-200 will be described in more detail.

11.1.1 Low-mass front-end (LMFE) electronics

The first amplification stage of the readout electronics in LEGEND-200, the low-mass front-
end (LMFE) electronics, is located in close proximity to the HPGe detectors (close to the p+ read-
out contact). This puts very stringent constraints on the radiopurity of the components, i.e. the
contribution to the background budget needs to be as small as possible. LEGEND-200 will use a
custom-designed and fabricated, modified version of the LMFE that has been developed for the
Majorana Demonstrator and meets these requirements. In particular, it has been adapted for the
operation in LAr. The physical layout and a photograph of the LMFE are shown in Fig. 11.2.
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Figure 11.2: Physical layout (left) and photograph (right) of the custom-designed LEGEND-200 LMFE. It con-
sists of an MX11 JFET, a resistive-feedback circuit (feedback resistor Rf, feedback capacitance Cf),
and a pulser capacitance Cp. The components are hosted on a Suprasil substrate which is mounted
in a low-mass PEI frame.

The electronics components are hosted on a 8mm× 16mm and 500µm-thick Suprasil substrate. The
amplification device is a three-terminal MOXTEK MX11 n-channel ultra-low noise JFET [264]. It is
commercially available as bare die (no housing) with small dimensions (900µm× 900µm× 510µm)
ensuring a minimum amount of material (pure silicon). The JFET has a low input capacitance
(CGS = 2.6pF) and a high transconductance (gm = 10mS at 110K) making it a suitable elec-
tronic device for low-noise readout electronics [264]. Its optimal operating temperature is in the
range 100− 200K. Even though the JFET is located in a cryogenic environment (LAr temperature),
the constant current flow through the chip results in localized heating [15, 225].

Traces on the Suprasil substrate are sputtered in an ultra-high vacuum system and patterned
via photolithography and chemical wet etching [225]. They consist of two layers: The first layer is
made from titanium with a thickness of ∼ 200Å and is required for an appropriate adhesion. On top
of the first layer, a ∼ 4000Å-thick gold layer is used for routing. The feedback resistor is a sputtered
thin film amorphous germanium (aGe) resistor with a resistance of Rf ≈ 1GΩ at a temperature
of ∼ 87K. The feedback capacitance (Cf ≈ 400 fF) and the pulser capacitance (Cp ≈ 100 fF) are
realized by the stray capacitances between the traces on the substrate. The JFET is epoxied to the
board with low-stress, low-outgassing conductive silver epoxy. Its terminals are connected to the
pads on the Suprasil substrate via Al(1%Si) wire bonds. An additional wire bond together with a
bronze spring connects the p+ contact of the detector with the gate pad of the JFET. The LMFE
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is mounted in a low-mass frame made from polyetherimide (PEI) material. It is connected to a
second-stage preamplifier via 0.45mm diameter Axon pico-coaxial signal cables [265]. The cables
with lengths of ∼ 1.0− 1.5m are connected to the LMFE with conductive silver epoxy. A cable strain
relief is provided by a clamp made from electro-formed copper. Fig. 11.3 shows the assembly of the
LMFE on top of a HPGe detector.

1cm

LMFE in 
low-mass 
PEI frame

PEN detector plate

Support 
rod (Cu)

Figure 11.3: Assembly of the LMFE on top of a detector in LEGEND-200 (side and top view). The LMFE is
mounted in a low-mass frame made from PEI material. The figure also shows the detector holding
plate (made from PEN) and the corresponding support rods made from ultra-pure copper. The
scale only applies to the top view. Renderings provided by M. Busch.

Figure 11.4: Photograph of the CC4 preamplifier consisting of seven identical channels. The printed circuit
board is made from low-mass Kapton material. Image courtesy of M. Willers.

11.1.2 CC4 preamplifier

The stringent requirements on CSAs in 0νββ decay experiments, particularly the operation in LAr,
cf. Ch. 10.2.1, led to the development of a CSA specifically designed to meet the demands of the
GERDA experiment [19, 20]. The CC4 preamplifier for LEGEND-200 takes advantage of this existing
design. It will be placed at a distance ranging from 0.3m to 1.5m from the detectors (depending on
their actual position in the string), where the radiopurity requirements are less stringent. The printed
circuit board (PCB) is based on low-mass Kapton material, see Fig. 11.4. Each CC4 preamplifier con-
sists of seven channels, i.e. there will be up to 28 CC4 preamplifiers operated in LEGEND-200. The
board is populated with small-footprint surface-mount device (SMD) components that have shown
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a stable long-term operation in the GERDA experiment. For a given channel, the CC4 preamplifier
provides a differential signal output via two operational amplifiers (LMH6654) to reduce potential
noise and crosstalk on the transmission line to the cryostat flange. To this end, two complemen-
tary signals (opposite in polarity) are driven to the top of the croystat in two different conductors
(10m-long Kapton flat cables). By subtracting the signals from each other, the common mode noise,
i.e. noise that is present in both signals with the same polarity, can be eliminated. Details on the
implementation of the electronic circuit can be found in [266].

11.1.3 Active receiver and DAQ system

LEGEND-200 will use an active receiver at the flange level of the LAr cryostat, also denoted as
cryostat head electronics. The purpose of the receiver is to provide a termination for the differential
signals coming from the CC4 preamplifiers. It actively reduces the power consumption by compen-
sating for the offset voltage of the MX11 JFET (±2.7V). In addition, the receiver buffers the signals
so that they can be driven to the DAQ system. Finally, the head electronics provides the supply
voltages for the preamplifier and monitors the leakage current of the HPGe detectors.

The DAQ system in LEGEND-200 will be based on the FlashCam FADC that has been origi-
nally developed for the Cherenkov Telescope Array (CTA) [267]. A major advantage of the system
is its modular design that allows for easy scalability. Each channel will be digitized with a sampling
frequency of 250MHz by four ADCs. The FADC will finally deliver 16-bit effective waveforms
sampled at 62.5MHz by combining the four ADCs and downsampling.

11.2 post-gerda test

11.2.1 Overview

Figure 11.5: Photograph of a detector
string in the Post-GERDA Test.
Image courtesy of M. Willers.

The Post-GERDA Test (PGT) was carried out in the time
period from February to August 2020 at LNGS. The pur-
pose was to test all components newly developed for
LEGEND-200 and the functionality of PPC detectors in LAr.
The full experimental chain including improved signal read-
out electronics, new detector mounts, PEN plates, as well
as the new DAQ and calibration system, cf. Ch. 11.1, was
tested under realistic conditions. In the final PGT configu-
ration, seventeen enriched HPGe detectors were installed
in four strings (S1-S4) using the GERDA infrastructure.
An overview of the detectors and their properties is listed
in Tab. 11.1. In addition, a photograph of one of the detector
strings and a graphic overview of the array configuration
(string arrangement) can be found in Figs. 11.5 and 11.6.
Four detectors were PPC detectors that had been previ-
ously operated in the Majorana Demonstrator experi-
ment. Moreover, five detectors were BEGe detectors, and
two detectors were ICPC detectors that had been previously
operated in the GERDA experiment. Finally, four novel
LEGEND-200 ICPC detectors were installed. Out of the sev-
enteen installed detectors, thirteen were working properly
(some detectors were not connected due to broken wire
bonds, or had other issues), corresponding to a detector
mass of about 18 kg. Some of the detectors were equipped
with a shielded HV cable, while others used an unshielded
one (for testing purposes). Unshielded cables offer the ad-
vantage of lower mass (lower background), and simplified
cable management. Finally, some detectors were equipped
with silicon plates and others with scintillating PEN plates.
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Table 11.1: Overview of the detectors installed in the PGT. The bias voltage is denoted as VB. For testing pur-
poses, slightly different implementations of the active receivers were used: Genius refers to an active
receiver based on the Genius shaper used in the GERDA experiment, whereas MPIK/LBNL denote
implementations developed at Max Planck Institute for Nuclear Physics and Lawrence Berkeley Na-
tional Laboratory, respectively. While for some of the detectors a shielded (S) HV cable was used, an
unshielded (U) one was used for other detectors. Detectors marked in red were not functional.

No Str Detector Type Mass (kg) VB (V) Ch
Active HV Detector

Comments
receiver cable plate

1 1 B00091D BEGe 0.693 4500 24 Genius U Si

2 1 B00002A BEGe 0.545 2500 25 Genius S PEN

3 1 P00749B PPC 0.922 1500 26 Genius U PEN reduced VB

4 1 P00909A PPC 0.600 - - - - Si not connected

5 2 V01240A ICPC 2.100 - - - - Si not connected

6 2 B00079B BEGe 0.736 3500 28 MPIK U PEN

7 2 P00853A PPC 1.029 3000 29 MPIK S Si

8 2 P00712B PPC 1.034 2800 30 MPIK S PEN low gain

9 2 P01239A ICPC 1.838 0 31 MPIK U Si no HV

10 3 V00048A ICPC 1.919 3700 32 MPIK S PEN

11 3 V00050B ICPC 1.929 4000 33 MPIK U Si

12 3 B00076C BEGe 0.824 3500 34 LBNL S Si

13 3 B00035B BEGe 0.810 4000 35 LBNL U Si

14 4 V02160A ICPC 1.750 4000 37 LBNL U Si

15 4 V02160B ICPC 1.719 4500 38 LBNL U Si

16 4 V02162B ICPC 2.480 4500 39 LBNL S PEN

17 4 V02166B ICPC 2.634 4500 40 Genius S PEN

GERDA detectors
MAJORANA detectors
L200 detectors

Figure 11.6: Detector array configuration (string arrangement) in the PGT in the final configuration. Out of
the 17 installed detectors, 13 were working. Some detectors have previously been operated in
the GERDA and Majorana Demonstrator experiments. The last string S4 contained four novel
LEGEND-200 ICPC detectors. Si and PEN detector plates are illustrated in grey and red, respec-
tively. Sketch provided by K. Gusev.
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Data were acquired using the FlashCam system with a sampling frequency of 62.5MHz. Every
recorded waveform consists of 3404 samples and has a total trace length of 54.464µs. Conse-
quently, one sample represents a time interval of 16ns. The acquisition window was divided
into about one half of pre-trigger and one half of post-trigger region, with the start time t0 of
the waveform located at t0 ≈ 27µs. All waveform traces were stored on disk for offline data analysis.

In the PGT, several runs with various measurement conditions and settings were performed.
This work focuses on the analysis of an extended calibration run (Run0033) with a 228Th source,
and on a long-term physics run (Run0030). In the calibration run, roughly 17h of data were acquired.
In the physics run, data were recorded for a period of about 27days (> 600h) corresponding to a live
time of ∼ 0.072 yr. In both runs, an external pulser was used for testing purposes (e.g. non-linearity
investigations, etc.).

Data were analyzed using a modified version of the software developed for the analysis of
the PPC detector surface characterization measurements carried out in the Galatea test facility,
cf. Ch. 6.5.

11.2.2 Analysis of calibration data

For the calibration measurements in the PGT, several 228Th calibration sources were inserted from
three ports on top of the cryostat lock system, each of them operated by an independent source
insertion system (SIS). All sources had activities up to ∼ 18 kBq.

data quality In a first step, the quality of the recorded data in the PGT was investigated. To this
end, the distribution of the baseline mean of all events was analyzed, see Fig. 11.7. It can be observed
that for most of the detectors, a narrow distribution consisting of a single peak is obtained. However,
some detectors show a distorted peak shape (e.g. PPC detectors on Ch26, Ch29). In addition, the
BEGe detector on Ch28 shows a strong double peak structure. These features are an indication for
a drifting baseline which can be validated by analyzing the temporal stability of the baseline mean,
see Fig. 11.8. The time evolution plots indicate that most of the detectors show a stable performance
within the calibration run, especially the ICPC detectors. However, the PPC detectors (Ch26, Ch29)
and some of the BEGe detectors (Ch28, Ch34) show baseline mean drifts on the order of 5− 10%.
In particular, the BEGe detector on Ch28 exhibits a strong baseline mean jump after ∼8h of data
taking leading to the observed double peak structure. The drifts might be explained by strongly
changing leakage currents in the affected detectors. It should be noted here that the observed drifts
cannot be associated in an obvious manner neither with the HV cable (shielded vs unshielded) nor
with the detector plate (Si vs PEN). Fortunately, the baseline mean instability has little impact on
subsequent analyses since the baseline restoration is done on an event-by-event basis. In Fig. 11.8 it
can be further observed that for some detectors several events strongly deviate from the centroid of
the baseline mean. These events are unphysical and mostly correspond to discharges.

data cleaning To reject unphysical events as well as background events, several data quality
and analysis cuts were deployed. First, pre-trace and in-trace pile-up events were eliminated in a
similar way as described in Ch. 6.5. Second, a detector anti-coincidence (AC) cut was deployed,
i.e. only multiplicity-1 events were accepted. Third, PSD cuts were applied: a low A/E cut and a
high A/E cut.
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Figure 11.7: Baseline mean distributions of the detectors in the PGT (228Th calibration data). The mean is
computed based on the first 1000 samples of every waveform. For reasons of visual clarity, the
distribution for the BEGe detector on channel 35 is not illustrated. The legends indicate the detector
channel, detector type, and the HV cable type (shielded: S, unshielded: U).
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Figure 11.8: Time evolution of the baseline mean of the detectors in the PGT (228Th calibration data). While
some of the detectors were equipped with a silicon plate (Si), others used scintillating PEN
plates (PEN). The labels also indicate the HV cable type (shielded: S, unshielded: U).
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charge trapping To reconstruct the event energy, different estimators were used (fixed-time-
pickoff (ftp) trapezoid, amplitude energy, FADC online energy). In most cases, the best energy reso-
lution was obtained with an ftp trapezoid with a rise and fall time of 10µs, and a flat top time of 4µs.
To determine the amount of charge trapping within the different detectors, the correlation between
the drift time and the energy for events constrained to the 2.6MeV 208Tl peak was investigated.
Examples for several detectors are shown in Fig. 11.9. It can be observed that the ICPC detector on
Ch39 shows a strong correlation between drift time and energy and thus features a considerable
amount of CT. The plots also show that the ICPC detectors comprise two distinct event populations
(double peak structure), one with shorter and the other one with higher drift times. The first popu-
lation corresponds to events close to the signal readout electrode, where the weighting potential is
high, cf. Ch. 3.3.2. In contrast, the second population with higher drift times corresponds to events
in the bottom part of the detector, where the weighting potential is relatively small. Independent of
the amount of CT in a particular detector in the PGT, a drift time correction is applied to correct for
this effect. The correction follows the procedures described in Ch. 6.5. It should be noted here that
for a successful application of the correction, low-noise readout electronics are required (to get a pre-
cise value for the onset t0 of the charge collection and the drift time). For LEGEND-200, an energy
resolution of 2.5 keV FWHM at the Qββ-value is targeted. This criterion is fulfilled in the PGT.
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Figure 11.9: Investigation of charge trapping in the PGT: Correlation between drift time and energy for events
constrained to the 2.6MeV 208Tl peak for several detectors. The higher the correlation between
the two quantities (expressed in terms of the Pearson correlation coefficient ρ), the stronger the
amount of charge trapping. The upper row shows the correlation before the application of a drift
time correction for charge trapping. After the correction (bottom row), the quantities have a much
smaller correlation. For detectors with a considerable amount of charge trapping, this leads to a
significant improvement of the energy resolution.

After having applied the data quality cuts and the drift time correction for CT, the energy was
calibrated independently for every detector in a similar way as described in Ch. 6.6. The calibrated
energy spectra before and after the application of quality cuts are shown in Fig. 11.10. It can be
observed that the cuts efficiently remove, inter alia, low-energy tails. For most of the channels, the
peak located at energies & 3MeV corresponds to pulser events.

energy resolution The energy resolution curve of the detectors was determined by extracting
the FWHM of several gamma lines as described in Ch. 6.6. Fig. 11.11 shows an example of the
resolution estimation for an ICPC detector. Moreover, a summary of the energy resolution of all
functional detectors at theQββ-value at 2039 keV, as well as at the 2.6MeV 208Tl peak can be found in
Fig. 11.12. It can be observed that most of the BEGe and ICPC detectors performed very well, i.e. they
exceeded the targeted energy resolution of 2.5 keV FWHM at the Qββ-value. When comparing to the
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average energy resolution at the 2.6MeV 208Tl peak obtained in the GERDA experiment, most BEGe
and ICPC detectors even show a better performance in the PGT. This can be attributed to the fact
that the noise situation in the PGT was better. This in turn might be due to the use of improved
signal readout electronics, particularly the separation of the CSA into a first amplification stage
very close to the detectors and a second stage farther away, see Ch. 11.1. The two functional PPC
detectors (Ch26, Ch29) show a rather poor performance in terms of energy resolution (∆E > 3 keV
FWHM at the Qββ-value). However, the detector on Ch26 was operated at a bias voltage of only
VB = 1500V, far below the recommended operating voltage of VB = 3000V. Therefore, the poor
performance is most likely due to a not fully depleted detection volume. The PPC detector on Ch29
already showed a poor performance in the detector characterization measurements initially carried
out by its manufacturer ORTEC (∆E = 2.51 keV FWHM at the 1.3MeV 60Co peak). Furthermore,
the BEGe detector on Ch34 shows a comparably poor performance (∆E ≈ 4 keV FWHM at the
Qββ-value). This can be explained by the fact that the signals were based on a single-ended output
resulting in a low gain and thus in a poor energy resolution. Finally, even though the BEGe detector
on Ch35 has an acceptable performance in terms of energy resolution, it showed strong instabilities
in the PGT (unstable baseline, many discharge events, etc.). For the reasons mentioned above, the
subsequent analyses will focus on the following nine well-performing detectors: BEGe’s on Ch24,
Ch25, Ch28, and ICPC’s on Ch32, Ch33, Ch37-40. For these detectors (total mass of 14.405 kg), an
excellent average energy resolution of 〈∆E〉 ≈ 2.20 keV FWHM at the Qββ-value was obtained.
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Figure 11.10: PGT energy spectra in the 228Th calibration run. The faint curves correspond to the spectra before
quality cuts, the solid lines to those after the application of cuts.
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Figure 11.11: Example for the determination of the energy resolution in the 228Th calibration run in the PGT
(ICPC detector on Ch39). The red lines in the upper plot correspond to spectral fits of several
gamma lines. The inset shows a zoom of the 2.6MeV 208Tl peak. The bottom plot shows the
energy resolution curve.
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Figure 11.12: Energy resolution ∆E of the detectors in the 228Th calibration run in the PGT. The resolution is
shown for the Qββ-value at 2039 keV (squares), as well as for the 2.6MeV 208Tl peak (circles). The
dashed lines correspond to the average energy resolution of the 2.6MeV 208Tl peak obtained in
the GERDA and Majorana Demonstrator experiments [142, 268]. In the following analyses, a
focus will be put on the nine well-performing detectors marked in green in the table.
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psd performance In the next step, the PSD performance of the detectors in the PGT was inves-
tigated in terms of the A/E parameter, cf. Ch. 4.1.2. The A/E vs E distributions for the nine well-
performing detectors in an extended 228Th calibration run are shown in Fig. 11.13. The distributions
were corrected for a slight linear energy dependence. It can be observed that the distributions are
as expected. The bands corresponding to SSEs centered around A/E = 1 can be clearly identified.
Events below these bands mainly correspond to MSEs and n+ surface events, whereas events above
these bands can be mainly attributed to p+ events. They can be suppressed by applying low and
high A/E cuts to the data, respectively. For a quantitative PSA, the A/E cut was tuned to accept
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Figure 11.13: Normalized A/E distributions as a function of energy in a 228Th calibration measurement in the
PGT. While SSEs are located along A/E = 1, MSEs and n+ surface events are characterized by
A/E < 1. Events in close proximity to the p+ readout contact feature values of A/E > 1.
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Figure 11.14: PSD performance of the detectors in the PGT. The estimation of the survival efficiencies is based
on the A/E pulse shape discriminator. The acceptance of events in the DEP is tuned to 90%. The
plot shows the corresponding survival efficiencies of events in the 208Tl FEP, the 208Tl SEP, as
well as in the 0νββ continuum at the Qββ-value.
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90% of the events in the 208Tl DEP. Further details on the A/E PSA technique can be found in
Ch. B.1 in the appendix. The computed survival efficiencies for the various detectors are illustrated
in Fig. 11.14. The acceptance of background events (MSEs) in the 208Tl SEP is heavily suppressed,
i.e. only ∼ 6-9% of these events survive. At the same time, the acceptance of events in the signal ROI
is ∼ 32-41%. The survival efficiencies obtained in the PGT are in good agreement with those obtained
in the GERDA and Mjd experiments [142, 215, 246].

decay time The decay time τ is an important pulse shape parameter since it provides informa-
tion on the stability of the first stage of the readout electronics, i.e. the LMFE. Since τ is approxi-
mately given by the product of the feedback resistance Rf and the feedback capacitance Cf, τ ≈ RfCf,
any instability in these quantities directly translates into an instability in the decay time. A stable
decay time is further needed to be capable of rejecting surface alpha events using the DCR param-
eter, cf. Ch. 5.3. In the PGT, the decay time was estimated on an event-by-event basis in a similar
way as described in Ch. 6.5. The decay time distributions for the different detectors are shown in
Fig. 11.15. The centroid of each distribution was fitted with a Lorentzian. The peak position of the
Lorentzian was then used for the PZ-correction of all events (for a given channel). It can be observed
that for most of the detectors, a mean decay time of 〈τ〉 . 400µs was obtained. This is in good
agreement with the expectation from the readout electronics: The LMFE uses a feedback resistor
with Rf ≈ 0.4pF and a feedback capacitor with Cf ≈ 1GΩ. The tails at lower and higher decay times
mostly correspond to low-energy events, for which an accurate fit is challenging (due to noise). In
some channels, a multi-peak structure can be observed. The peak marked in red corresponds to
pulser events and does not coincide with the peak marked in blue corresponding to physics events.
The reason for this are issues with the pulsers in some channels leading to degraded waveforms and
thus an inappropriate fit of the decay time. The time evolution of the decay time is illustrated in
Fig. 11.16. The plots show that within the calibration run, the decay time of the detectors was stable,
i.e. no drift was observed. This implies that also the feedback resistor and the feedback capacitor
remained stable during the measurement.
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Figure 11.15: Decay time distributions of the detectors in the PGT (228Th calibration data). The blues curves
correspond to physics events, while the red curves are pulser events. The centroids of the physics
event distributions are approximated with a Lorentzian (dashed black curves) and are then used
for the PZ-correction of all events (for a given channel).
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Figure 11.16: Time evolution of the decay time of the detectors in the PGT (228Th calibration data). For reasons
of visual clarity, pulser events have been excluded here. The temporal stability of the decay time
indicates that also the feedback resistor and the feedback capacitor of the LMFE remained stable
during the measurement.

11.2.3 Analysis of physics data

In the following paragraphs, data of the long-term background measurement (Run0030, > 600h of
data) will be analyzed.

data quality In a first step, as for the PGT calibration measurements, the data qual-
ity of the physics measurements was investigated. The distribution of the baseline mean and its time
evolution is shown in Figs. 11.17 and 11.18, respectively. In the baseline mean distributions, a strong
multi-peak structure can be observed for some detectors, e.g. ICPC detectors on Ch32 and Ch33.
These features are reflected in the time evolution plots. Most of the detectors have a slightly drifting
baseline indicating a changing leakage current. The strongest instabilities can be observed for the
ICPC detector on Ch32 with drifts up to 10%. The drift of physics and pulser events behaves in
the same way. It is worth mentioning that the trends of the drift (upward or downward trend) are
usually not compatible with the trends observed in the calibration measurements.

In the next step, the distributions of the baseline root mean square (RMS, computed based
on the first 1000 samples of every waveform) were investigated, see Fig. 11.19. While the peak at
small RMS values is populated with non-degraded (physics) events, the continuum and the second
peak at higher RMS values are composed of unphysical events: discharges, false trigger events,
zero-energy events, noise, etc. Fortunately, these events can be identified and rejected by the quality
cuts discussed in the Ch. 11.2.2.



11.2 post-gerda test 143

8000 10000 12000
Baseline mean (ADC)

0

10000

20000

C
ou

nt
s

Ch24 (BEGe), U

8000 10000 12000
Baseline mean (ADC)

0

10000

20000

C
ou

nt
s

Ch25 (BEGe), S

8000 10000 12000
Baseline mean (ADC)

0

5000

10000

C
ou

nt
s

Ch28 (BEGe), U

8000 10000 12000
Baseline mean (ADC)

0

2000

4000

C
ou

nt
s

Ch32 (ICPC), S

8000 10000 12000
Baseline mean (ADC)

0

5000

10000

15000

C
ou

nt
s

Ch33 (ICPC), U

8000 10000 12000
Baseline mean (ADC)

0

10000

20000

30000

C
ou

nt
s

Ch37 (ICPC), U

8000 10000 12000
Baseline mean (ADC)

0

10000

20000

30000

C
ou

nt
s

Ch38 (ICPC), U

8000 10000 12000
Baseline mean (ADC)

0

10000

20000

30000

C
ou

nt
s

Ch39 (ICPC), S

8000 10000 12000
Baseline mean (ADC)

0

5000

10000

C
ou

nt
s

L2
00

-P
G

T
Pr

el
im

in
ar

y

Ch40 (ICPC), S

Figure 11.17: Baseline mean distributions of the detectors in the PGT (physics data). The mean is computed
based on the first 1000 samples of every waveform. The legends indicate the detector channel,
detector type, and the HV cable type (shielded: S, unshielded: U).
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Figure 11.18: Time evolution of the baseline mean of the detectors in the PGT (physics data). Several detectors
show a drifting baseline indicating a changing leakage current.
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Figure 11.19: Baseline RMS distributions of the detectors in the PGT (physics data). The continuum and the
peak at higher values are populated with unphysical events (discharges, zero-energy events, etc.).
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Figure 11.20: Normalized A/E distributions as a function of energy in the physics run in the PGT. The red lines
indicate the low and high A/E cut values.
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energy spectra One of the main goals of the physics run in the PGT was to obtain a background
energy spectrum that can be used for further data analyses, e.g. event count analysis in the ROI, etc.
To this end, after a basic data cleaning (rejection of pile-up and coincidence events), PSD cuts were
applied to the data. A low A/E cut to reject MSEs and n+ surface events is based on the results
obtained in the 228Th calibration run, cf. Ch. 11.2.2. Moreover, a high A/E cut to reject p+ events
(volume cut around the p+ contact) is determined by multiplying the low A/E cut value by a factor
of −3. The A/E vs E distributions in terms of the PSD parameter [133, 186, 269]

ζ =
A/E− 1

σA/E
, (11.1)

where σA/E denotes the resolution of the A/E SSE band distributions, are shown in Fig. 11.20.
Furthermore, the plots indicate the low and high A/E cuts.

In the next step, the PSD cuts were applied to the energy spectra. Fig. 11.21 shows the spec-
tra before the application of any cuts, after the application of basic quality cuts (including an AC
cut), and after the additional application of A/E PSD cuts. Slight differences in the spectral shape
between the different detectors can be explained by differences in the detector geometries [270].
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Figure 11.21: Energy spectra in the long-term background measurement in the PGT. The black curves corre-
spond to the energy spectra before cuts, the blue curves to the spectra after basic quality cuts
(rejection of pile-up and coincidence events), and the green curves to the spectra after the addi-
tional application of PSD cuts.

To better recognize the spectral features, the energy spectra of the nine well-performing detectors
were combined into a single spectrum, see Fig. 11.22. The energy spectrum before cuts is dominated
by pulser events, noise events, and zero-energy events. After having applied basic quality cuts, most
of these events are removed and some prominent spectral features become visible. The low-energy
part up to energies of 565 keV is dominated by beta decay of cosmogenic 39Ar. Moreover, the 1.5MeV
42K gamma line, and the 2.6MeV 208Tl peak can be clearly identified. After the additional applica-
tion of the A/E PSD cuts, backgrounds are further reduced. It should be noted here that the PSD
results are only valid for energies E & 500 keV (at smaller energies, no accurate PSD calibration
was possible with the 228Th data). Around the Qββ-value in the energy window 1930− 2190 keV, a
background index of BI ≈ 0.04 cts/(keV · kg · yr) is obtained. This corresponds to a PSD suppression
factor of ∼ 19. The observed background in the energy window around the ROI is higher by a factor
of & 50 compared to the one in the GERDA experiment. This might be due to the following reasons:
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1) Since in the PGT the detectors were not surrounded by nylon cylinders (mini shroud) limiting
the drift of charged ions to the detector surfaces, enhanced 42K backgrounds are expected.

2) Above the detector array, non-radiopure materials were used, e.g. CC4 preamplifier boards
made from FR4 material, CC4 holding structures made from aluminum, additional LMFE
shipping containers and copper boxes (to spool cables) installed in cryostat, etc. This could
have led to enhanced 232Th backgrounds. This hypothesis is supported by the fact that the
background for the detectors with a higher position in a given detector string is typically
higher, see Fig. 11.23.
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Figure 11.22: Combined energy spectrum of the long-term background measurement in the PGT before (black
curve) and after the application of AC and PSD cuts (blue and green curves). The spectrum
is based on the nine well-performing detectors. The data correspond to a total exposure of
M · t = 1.038 kg · yr. The red band indicates the energy window around the ROI (1930− 2190 keV).
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Figure 11.23: Background indices in the energy window 1930− 2190 keV of the detectors in the PGT after the
application of basic quality cuts. The grey dashed line and the band indicate the mean back-
ground index and its uncertainty, respectively. For a given detector string, detectors with a lower
ADC channel number have a higher position in the array.

decay time As for the calibration measurements, the stability of the decay time was investigated
for the background data. The time evolution of the decay time for a period of > 600h is shown
in Fig. 11.24. It can be observed that even for the extended time period, the decay time was stable,
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i.e. no drift was observed. This can be translated into a stable operation of the feedback resistor and
the feedback capacitor on the LMFE. It should be also noted, that the centroids of the distributions
are in good agreement with those obtained in the calibration measurements.
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Figure 11.24: Time evolution of the decay time of the detectors in the PGT (physics data). The temporal stability
of the decay time indicates that also the feedback resistor and the feedback capacitor of the LMFE
remained stable during the measurement.
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11.3 backup preamplifier for legend-200

11.3.1 Electronic circuit

The qAMP CSA is a backup solution for LEGEND-200 that was developed at LBNL. The preampli-
fier encompasses a simple electronic circuit optimized for the operation at cryogenic temperatures
in LAr or LN2 . It is based on a fully differential operational amplifier (Analog Devices LTC6363)
that features a low input noise (2 .9 nV/

√
Hz), a low power consumption (2mA maximum supply

current) and a large bandwidth (35MHz-3 dB) [271]. A simplified schematic of the electronic circuit
is shown in Fig. 11.25.
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Figure 11.25: Simplified electronic circuit of the qAMP CSA. It is based on the fully differential operational
amplifier LTC6363. The front-end circuit consists of a JFET and a resistive-feedback circuit (Rf,Cf).

The front-end circuit and the preamplifier circuit are separated spatially. The front-end circuit con-
sists of an injection capacitor Cin (detector or test pulser), a JFET, and a resistive-feedback circuit (Rf
and Cf). The signal input is connected to the gate of the JFET. The JFET is powered with a positive
voltage V+ that is connected to the drain via a resistor RJFET. This resistor determines the drain cur-
rent ID and can be adjusted to optimize the noise performance and the power consumption of the
CSA. For a given voltage V+, decreasing the resistance RJFET increases the drain current ID. Up to
a certain current ID, the electronic noise decreases. On the other hand, increasing the drain current
results in a higher power consumption. The operational amplifier is powered via the positive and
negative voltages V+ and V−, respectively. Both voltage supplies are filtered with bypass capacitors
(C1, C2). The capacitor CC is used to compensate for the capacitance induced by the use of (long)
cables. In particular, it can be used to adjust the bandwidth of the circuit and thus the signal rise
time. The higher the compensating capacitance, the slower the circuit. Slowing the circuit down is
required when the leading edge of the signal waveform shows an overshoot or even ringing, i.e. a
damped oscillation (e.g. due to the use of long cables). The voltage divider consisting of the resistors
R1 and R2 adjusts the offset between the positive and negative input voltages.

11.3.2 Measurement results

overview In the framework of this work, the qAMP preamplifier has been characterized and
optimized at LBNL in March and April 2019. The optimization work was performed based on the
electronic requirements for LEGEND-200, i.e. short signal rise time, low power consumption, large
dynamic range, low electronic noise and functionality at cryogenic temperatures. For the characteri-
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zation measurements, a dedicated front-end board was used, see Fig. 11.26. On the board, the JFET
(MOXTEK MX11 or Semefab SF291) is epoxied to a floating pad and the source and drain contacts
are ultrasonically wedge-bonded to the traces. The feedback resistor is a discrete SMD resistor with
Rf = 1GΩ. Its stability was measured with a source meter (Keithley 2450). While at room tempera-
ture only small tolerances of the resistance were measured (few percent), at cryogenic temperatures
fluctuations of up to 10% were observed. The feedback capacitance Cf and the pulser capacitance Cp
are realized as stray capacitances between the traces on the board. For most of the characterization
measurements, a compensating capacitance of CC = 7 fF was used. Moreover, an arbitrary wave-
form generator (Agilent 33500B) was used for the generation of input signals. Power for the CSA
was provided by a standard power supply (Agilent 3631A). The waveforms were acquired with an
oscilloscope (Agilent MSO X 3054A). For the noise measurements, analog (Canberra Spectroscopy
Amplifier 2026-X, Ortec Easy-MCA 8k) and digital digitizers (labZY nano MCA) were used.

Figure 11.26: Schematic (left) and photograph (right) of the front-end board used for the qAMP CSA character-
ization measurements. The feedback and pulser capacitances Cf and Cp are realized by the stray
capacitances between the traces. The feedback resistance Rf is based on a discrete SMD resistor.
Images provided by M. Willers.

Figure 11.27: Photograph showing the qAMP CSA (green board) together with the front-end board (white
board) assembled in a copper box.

To reduce the electronic noise in the system, several noise mitigation techniques were applied,
cf. Ch. 10.3.4. Most importantly, the front-end and preamplifier boards were installed in a copper
box. A photograph of the assembly is shown in Fig. 11.27. This not only reduced the 60Hz power
line pickup noise but also the sensitivity of the JFET to ambient light (the cable feedthroughs
were covered with aluminum foil). Since the MX11 and the SF291 are bare die JFETs, their gates
are directly exposed to light. As a consequence, they behave as phototransistors which are highly
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sensitive to light1. To account for an appropriate grounding scheme, all ground connections were
brought to the same potential to a common ground bus. Moreover, all measurement devices were
connected to the same power socket.

The qAMP preamplifier together with the MX11 JFET was characterized at room temperature
and at cryogenic temperatures. Unless indicated otherwise, measurement results are presented
for the case of cryogenic temperatures. To this end, the copper box including the electronics was
submerged in a dewar filled with LN2. First measurements were carried out to test the functionality
of the CSA. For these tests, short cables between the front-end board and the preamplifier, and
between the preamplifier and the DAQ system were used. In subsequent measurements, to reflect
the conditions encountered in LEGEND-200, the cable lengths were increased (∼ 80 cm between the
front-end board and the preamplifier, ∼ 2m between the preamplifier and the DAQ system).

rise time and decay time First, the signal rise time (10% − 90%) of the differential output
signal was measured. Fast signal rise times are crucial for the efficient rejection of background events
using PSD techniques, cf. Ch. 4.1.2. Depending on the actual test conditions (operating temperature,
value of the compensating capacitance CC, cable lengths, etc.), signal rise times of 80− 200ns were
measured. Usually, for measurements at cryogenic temperatures, rise times were faster than at room
temperature. Fig. 11.28a shows a measurement example.
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Figure 11.28: (a) Measurement of the qAMP CSA signal rise time and (b) decay time. The red and blue traces
show the differential outputs of the amplifier (OUT+, OUT−). The orange trace indicates the
pulser signal, whereas the green trace is the differential signal (difference between OUT+ and
OUT−). The time window for the estimation of the rise time and decay time is indicated by the
vertical dashed grey lines. For reasons of visual clarity, the pulser signal has been scaled by a
factor of 1/4. The measurement was conducted at cryogenic temperatures in LN2. Waveforms
were acquired with an oscilloscope.

The decay time τ of the differential output signal was determined with an oscilloscope by measuring
the fall time to 1/e ≈ 37% of the maximum signal amplitude. Since τ is approximately given by the
product of the feedback capacitance Cf and the feedback resistance Rf, cf. Eq. (10.1), the feedback
capacitance can be derived from the measurement (for a given feedback resistance) via Cf ≈ τ/Rf.
For most of the measurements, decay times on the order of τ = 450− 550µs for Rf = 1GΩ and hence
feedback capacitances of Cf = 450− 550 fF were obtained. Usually, for measurements at cryogenic
temperatures, decay times were slightly higher than for measurements at room temperature. An
example for the decay time determination is shown in Fig. 11.28b. It is important to mention that
the value of the feedback capacitance (which is based on the stray capacitance between the traces)
strongly depends on the environment (temperature, distance to grounding plane, etc.). This also
holds true for the pulser capacitance Cp.

1 Light penetrating the JFET induces a leakage current due to the photoelectric effect.
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power consumption Operation at cryogenic temperatures requires a low power consumption
of the CSA to avoid bubble formation, i.e. the evaporation of cryogenic liquid due to elevated tem-
peratures. To determine the power consumption of the amplifier, the voltage and the current were
monitored. In most of the measurements, depending on the specific conditions, a power consump-
tion of P ≈ 80 − 240mW was obtained. At cryogenic temperatures, the power consumption was
slightly higher than at room temperature. Furthermore, it turned out that the bulk of the power
consumption is required for the operation of the JFET. The qAMP CSA itself only consumes very
little power on the order of a few mW. A dedicated measurement was carried out to investigate
the phenomenon of bubble formation. To this end, the front-end board and the CSA were dunked
into a dewar filled with LN2. Then, the voltages V+ and V− were increased incrementally. Even at
the maximum operating voltage of the amplifier (V = |V+ + V−| = 15V), no bubble formation was
observed, neither at the JFET nor at the operational amplifier. In contrast, some bubble formation
was present in the region around the connector. This can be explained by the pulser line connec-
tion acting as a heat sink: The cable ends were at different temperatures (room temperature versus
cryogenic temperatures) resulting in a continuous heat transfer into the cryogenic liquid.

dynamic range In the next step, the dynamic range of the qAMP CSA was investigated. A fixed
amount of charge (measured in terms of the input voltage VIN) provided by the pulse generator was
injected via the pulser capacitance into the circuit and the corresponding output voltage VOUT was
measured. Fig. 11.29 shows the amplifier output (both in terms of voltage and energy) as a function
of the input voltage. The measurements at room temperature and at cryogenic temperatures show
a high linearity over a large input voltage range. However, for input voltages VIN & 1800mV at
cryogenic temperatures, the leading edge of the waveform started to degrade. Therefore, at cryogenic
temperatures the maximum dynamic range was on the order of 10MeV, while at room temperature
the dynamic range went up to 17MeV.
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Figure 11.29: Dynamic range of the qAMP CSA at room temperature and at cryogenic temperatures.

noise performance The noise performance of the signal readout electronics plays an impor-
tant role for the energy resolution and for background rejection capabilities via PSD techniques,
cf. Chs. 4.1.2 and 10.3.5. Several measurements were carried out to investigate the electronic noise
of the qAMP CSA. As discussed in Ch. 11.3.1, with increasing JFET drain current ID, the noise
first decreases and above a certain value increases again. To determine the optimal drain current
for the operation of the MX11 JFET, an additional voltage supply line was temporarily added to
the amplifier. In particular, the V+ power rail normally connected to the JFET drain terminal was
replaced by a separate voltage line VJFET. The electronic baseline noise at cryogenic temperatures
was determined for various drain currents ID = VJFET/RJFET at a fixed filter rise time of 15µs.
To this end, the voltage VJFET was increased incrementally and the drain current, as well as the
electronic noise were determined for each applied voltage. As can be observed in Fig. 11.30, the
noise minimum is reached for ID ≈ 10mA. Therefore, in the subsequent measurements, the voltages
V+ and V− were chosen such that the drain current was close to this value.



152 signal readout electronics for legend-200

In the next step, the noise performance at cryogenic temperatures was investigated for differ-
ent input voltages and filter shaping times (analog shaping). A minimum noise level of about
760 eV FWHM was obtained for the voltages V+ = 10.0V, V− = −4.0V, and a shaping time of 12µs,
see Fig. 11.31a. It can be also observed that for a lower voltage V+ (being equivalent to a reduced
JFET drain current), the noise level increases.
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Figure 11.30: Baseline noise performance of the qAMP CSA as a function of the JFET drain current (normalized
to the first measurement point). A minimum noise is obtained for a drain current of ID ≈ 10mA.
Data were acquired with a labZY nanoMCA.
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Figure 11.31: (a) Noise performance of the qAMP CSA at different operating voltages, and (b) for different
input (pulser) capacitances. In the latter case, noise levels were normalized to account for the
strong environmental dependence of the input capacitance. The performance improves for higher
voltages V+ , and for smaller pulser capacitances Cp.

The electronic noise of signal readout electronics is proportional to the CSA input capacitance,
cf. Ch. 10.3.3. Consequently, any change in the input capacitance directly affects the noise. In the
qAMP CSA characterization measurements it was observed that the input (pulser) and feedback
stray capacitances on the front-end board are highly sensitive to their environment (operating tem-
perature, distance to grounding plane, etc.). Depending on the actual environment, the decay time
and hence the feedback capacitance varied2 by up to 30%. The environmental dependence of the in-

2 The strong dependence of the stray capacitance on the measurement environment was verified by measuring the decay time
in two different scenarios. In the first case, the front-end board was mounted freely (no bottom coverage), whereas in the
second case it was mounted on an aluminum plate. In the latter case, the capacitance decreased by about 29% compared to
the first one.
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put capacitance makes the energy calibration for the noise determination prone to large uncertainties.
Therefore, for the ease of comparability, some of the measurement results are expressed in terms of
relative noise values (normalized by the maximum value). The dependence of the noise on the input
capacitance was examined in a dedicated measurement, in which two different pulser capacitances
were used, see Fig. 11.31b. It can be observed that for higher pulser (input) capacitances, electronic
noise levels are higher.

compatibility with other devices The simple and modular design of the electronic circuit
makes it possible to easily test the compatibility and performance of the qAMP CSA with other
devices. First, the MOXTEK MX11 JFET was replaced by a Semefab SF291 JFET. Similar characteri-
zation measurements as described above were carried out. For the quantities signal rise time, power
consumption and dynamic range comparable results were obtained. The noise performance of the
qAMP CSA with the SF291 JFET was slightly better, see Fig. 11.32.
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Figure 11.32: Comparison of the qAMP CSA noise performance for different JFETs (MOXTEK MX11 and a
Semefab SF291) at cryogenic temperatures.

Furthermore, the qAMP CSA was tested with other operational amplifiers (Texas Instruments
THS4150 and THS4130) having similar electronic properties as the LTC6363 device. These devices
have a higher maximum operating voltage (V = |V+ + V−| = 30V) enhancing the flexibility of op-
erating the CSA. However, the characterization measurements revealed that the performance of the
qAMP CSA equipped with the THS4150 device was slightly worse. In particular, the signal rise time
and noise levels were higher.

11.3.3 Comparison to LEGEND-200 baseline preamplifier

Performance metrics of the qAMP CSA were compared in detail to those of the LEGEND-200 base-
line CSA, the CC4 preamplifier, cf. Ch. 11.1.2. The characterization measurements of the CC4 pream-
plifier were performed in the same way and under the same conditions as those of the qAMP
amplifier. In particular, the same front-end board and the same electronic devices (power supply,
pulse generator, etc.) were used. In addition, the preamplifiers were installed in the same copper
shielding box. A summary of the measurement results at cryogenic temperatures can be found in
Tab. 11.2. Furthermore, a comparison of the electronic noise levels (analog shaping) is shown in
Fig. 11.33. The decay time, the dynamic range, as well as the noise performance of both amplifiers
are comparable. Signal rise times of the qAMP CSA are slightly higher. In contrast, it features a
lower power consumption.



154 signal readout electronics for legend-200

Table 11.2: Comparison of the electronic properties of the qAMP and CC4 amplifiers at cryogenic temperatures.
Decay times are predetermined by the front-end circuit (feedback capacitor and resistor). The power
consumption values are given for the case of the absence of an active receiver.

Property qAMP CC4

Rise time (10% − 90%) 80− 200ns 50− 70ns

Decay time 450− 550µs 400− 500µs

Dynamic range ∼ 10MeV ∼ 9MeV

Minimum noise

? Analog shaper (τs = 12µs) 760 eV FWHM 680 eV FWHM

? Digital shaper (τr = 15µs) 1080 eV FWHM 1100 eV FWHM

Power consumption 80− 240mW/ch 300mW/ch
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Figure 11.33: Comparison of the noise performance of the qAMP and CC4 CSAs at cryogenic temperatures.

11.4 conclusions

Within the scope of this work, two important contributions have been made to the development of
signal readout electronics for LEGEND-200: 1) The analysis of the Post-GERDA test calibration and
physics data, and 2) the comparison of performance metrics of the CC4 preamplifier to those of a
backup CSA.

The PGT data analysis revealed that most of the detectors showed a very good performance.
This includes a high stability of parameters such as the decay time, an excellent energy resolu-
tion, and a reasonable PSD performance. Of particular relevance is the improved noise situation
compared to the GERDA experiment. Most likely, this can be associated with the use of improved
signal readout electronics consisting of two spatially separated amplification stages. A low-noise
environment is especially important for the ICPC detectors so that a drift time correction for charge
trapping can be applied (due to their specific geometry, ICPC detectors are particularly subject to
CT). While this was not possible in the case of GERDA, the feasibility of applying the correction was
validated for the PGT data. The analysis of the calibration and physics data further indicated a very
stable operation of the LMFE (stable feedback resistor and feedback capacitor). In contrast, some
issues with the test pulsers were identified. Finally, a background analysis of the physics data in the
signal ROI showed enhanced background levels compared to those observed in GERDA, as expected.
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The backup amplifier for LEGEND-200, the qAMP CSA, was characterized extensively in
bench tests at LBNL. The measurements showed that the amplifier features a comparably low
electronic noise, fast signal rise times, a large dynamic range, and a low power consumption. The
simplicity and modular design of the electronic circuit also enabled the investigation of slightly
modified versions of the amplifier (qAMP equipped with different JFETs, operational amplifiers).
Finally, the qAMP CSA was compared to the LEGEND-200 baseline design amplifier, the CC4
preamplifier. A similar performance was obtained.
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To achieve the ambitious sensitivity on the 0νββ decay half-life targeted by LEGEND-1 0 0 0 , the
background in the signal ROI has to be decreased even further with respect to LEGEND-2 0 0 . To
reduce the background originating from the signal readout electronics, the collaboration is actively
developing an ASIC-based readout scheme. An overview of the technology is given in Ch. 12.1.
The investigation of a commercially available ASIC together with a PPC germanium detector is
presented in Ch. 12.2. The results of characterization measurements of a first prototype ASIC for
LEGEND-1 0 0 0 developed at LBNL are reported in Ch. 12.3. Finally, a brief summary of the main
results can be found in Ch. 12.4.

12.1 readout asic for legend-1000

One of the main challenges when scaling up a 76Ge-based 0νββ decay experiment is the increased
number of individual detectors, resulting in an increase of instrumentation components, such as
amplifiers, cables, and connectors. All these components are potential background sources and hence
need to be of ultra-high purity and low mass [14]. In LEGEND-1000, the baseline design is to use
a readout scheme based on state-of-the-art ASIC technology. The technology enables the integration
and miniaturization of the readout electronics components into a single low-mass chip. The main
advantage for 0νββ decay searches compared to conventional amplification solutions is a potentially
higher per-channel radiopurity (e.g. ideally no RC-feedback components, fewer supply voltages,
etc.). In principle, clean materials can be used for the production of the chip which allows for an
installation of the readout electronics very close to the detectors. Consequently, lower electronic
noise levels can be achieved since a high amplification gain is possible before sending the analog
signal over a long distance to the DAQ system [16]. Moreover, the technology alleviates the need
for a second-stage preamplifier and hence the spatial separation of the CSA. This leads to lower
background levels and enhanced electronics properties (faster signal rise times, etc.). A preliminary
design study of the ASIC assembled on top of a detector in LEGEND-1000 is shown in Fig. 12.1.

Long-flex 
substrate

HV 
contact

PEN detector plate
1cm

ASIC on 
low-mass 
PEI carrier

Support 
rod (Cu)

Figure 12.1: Preliminary design study of the ASIC assembled on top of an ICPC detector (side and top view).
The ASIC is located on a long-flex substrate. It is connected to the readout electrode of the detec-
tor via a wire bond. The figure also shows the detector holding plate (made from PEN) and the
corresponding support rods made from ultra-pure copper. The scale only applies to the top view.
Renderings provided by M. Busch.
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design requirements For the deployment of a readout ASIC in LEGEND-1000, several re-
quirements have to be fulfilled. Most of the aspects already discussed in Ch. 10.2.1 also apply in
the ASIC case. This includes low electronic noise levels, a low threshold, a large dynamic range, a
low input and feedback capacitance, a sufficient bandwidth, small dimensions and mass, radiopure
material and a clean production process, a differential signal output, functionality at cryogenic tem-
peratures, robustness to electrostatic discharges, and a low power consumption. One of the main
challenges of designing an ASIC for LEGEND-1000 is to avoid additional external components. Typ-
ically, ASICs require external bypass capacitors to reduce the voltage supply noise and to provide
a low-impedance supply whenever transient voltage spikes occur [272]. The effectiveness of these
capacitors decreases with increasing distance to the ASIC. Therefore, they need to be mounted as
close as possible to the CSA. Unfortunately, the bypass capacitors also increase the amount of ra-
dioactive material close to the detectors. Usually, they are not clean enough to fulfill the stringent
radiopurity requirements [14, 16]. Therefore, it is planned to design an ASIC that is intrinsically
stable against power supply noise. To this end, the use of on-chip low-dropout (LDO) regulators is
intended to generate stable voltages within the device. Another challenge in the ASIC design arises
from the requirement to integrate the reset mechanism into the chip, cf. Ch. 10.2.4. In particular, the
corresponding stage needs to be designed carefully to avoid additional electronic noise.

12.2 cube asic

12.2.1 Overview

To test the performance of ASIC-based signal readout electronics for 76Ge-based 0νββ decay searches,
the PONaMa1HPGe detector was instrumented with a commercially available CUBE ASIC obtained
from the company XGLab SRL. The CUBE ASIC is a single-channel low-noise CSA based on CMOS
technology, cf. Ch. 10.2.3. It was initially designed for low-capacitance (several pF) silicon drift
detectors [22]. In a first study of the CUBE ASIC (revision PRE_024) with a low-capacitance mini PPC
detector (CD = 0.26pF), a noise performance of 5.6 e− RMS was obtained [252]. With no capacitive
load at the input, the ASIC investigated in this work (revision PRE_042) has a noise performance
of 35.5 e− RMS at room temperature and is optimized for operation with detectors having higher
capacitances [23]. An image of the chip and an annotated illustration of its wire bonding pads is
shown in Fig. 12.2.
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Figure 12.2: The left figure shows a close-up of the CUBE ASIC. The chip is connected to the traces on a printed
circuit board via several wire bonds. The right figure shows the dimensions of the ASIC and the
bond pad assignment. The dimensions of the input pad (50µm× 65µm) are smaller than those
of the other pads (95µm× 95µm) to reduce the input capacitance as much as possible. Published
in [16].

The CUBE ASIC is an electrostatic discharge sensitive device (ESD) and all bonding pads except
for the input pad have a built-in ESD protection. This is due to the fact that an input protection
circuit would add electronic noise. The chip measures 750µm× 750µm× 250µm and has a mass
of ∼ 0.33mg. It has an input capacitance which is optimized for the operation of detectors with
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capacitances in the range 0.5 6 CD 6 3.0pF. The device is functional at cryogenic temperatures down
to 50K and has a maximum power consumption of 60mW [23]. The internal feedback capacitance
of Cf = 500 fF± 10% translates into a large dynamic range which can be calculated according to

EDR = VDR ·Cf ·
ε

e
. (12.1)

Here, VDR denotes the dynamic range in terms of voltage, ε the average energy necessary for the
creation of an electron-hole pair, cf. Ch. 3.2, and e the elementary charge. With VDR ≈ 2.2V and
ε(T = 77K) = 2.96 eV, a dynamic range of EDR & 10MeV is obtained, in good agreement with the
LEGEND requirements.

The CUBE ASIC requires three supply voltages: a core supply voltage (V_S), a voltage supply
for the input current source (V_SSS), and one supply for the input and output sections (V_I/O). Each
of these supplies needs at least one external bypass capacitor to reduce the voltage supply noise, the
one for V_S being the most important one. By default, the CUBE ASIC is operated in a pulsed reset
mode, cf. Ch. 10.2.4. However, in combination with a suitable vacuum-compatible feedback resistor,
the chip can be also operated in a continuous reset mode.

For our measurements, a customized printed circuit board (PCB) accommodating the CUBE
ASIC was designed in close collaboration with XGLab SRL. Fig. 12.3 shows a drawing and the
dimensions of the ASIC PCB, as well as its mounting on top of the PPC HPGe detector. The board
is made-up of four different layers. On top of the FR4 substrate, there are 35µm-thick copper traces
for routing. These traces are covered by an electroless nickel immersion gold (ENIG) surface finish.
It consists of a 5µm-thick electroless nickel plating covered with a layer of immersion gold with
a thickness of 100nm. Finally, there are layers of soldermask (thickness: ∼ 10µm) and silkscreen
(thickness: ∼ 10µm) on top of the ENIG finish. The ASIC is epoxied with a non-conductive glue to
a floating pad on the PCB. Pads on the ASIC are ultrasonically wedge-bonded to bond pads on the
PCB with 25µm Al(1% Si) wire.
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Figure 12.3: Printed circuit board hosting the CUBE ASIC. The left figure shows a three-dimensional rendering
of the board. The figure in the center shows the dimensions of the board (in mm), and the footprints
for the electronic components (in inch). Traces on the top and bottom surface are indicated by the
red and blue solid lines, respectively. The right figure shows the ASIC board mounted on a PTFE
structure above the PPC HPGe detector. Published in [16].

The electronic circuit of the PCB hosting the ASIC is illustrated schematically in Fig. 12.4. To filter the
three supply voltages, it encompasses the bypass capacitors C1,C2 and C3, for which standard ce-
ramic capacitors (footprint1 0603, dielectric material X5R) with a capacitance of 10µF± 10% are used.
Moreover, the two resistors R1 and R2 (footprint 0603) can be used as a voltage divider for testing
the functionality of the ASIC with an external pulse generator. The pulser signal is coupled into the
input track of the preamplifier via the voltage divider and the parasitic capacitance C4 ≈ 30− 50 fF
between the pads of an 0402 footprint. The supply voltages (±9V) for the CUBE ASIC are provided
by an external biasing board. The board (revision Rev9) also filters the supply voltages, provides
reset logic for the ASIC, and buffers the output signal with a certain gain (factor ∼ 4).

1 Within this work, footprints are given in units inch (imperial system).
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Figure 12.4: Electronic circuit of the PCB hosting the CUBE ASIC. The amplifier requires three supply voltages
(V_S, V_SSS, V_I/O). Each of those is filtered with a bypass capacitor (C1,C2,C3). For functionality
tests, the input of the ASIC is connected to a pulser input via a voltage divider (R1,R2). By default,
the chip is operated in a pulsed reset mode, i.e. the feedback capacitor (Cf) is discharged by an
external logic signal.

12.2.2 Measurement setup

For the investigation of signal readout electronics for LEGEND, a dedicated test stand was designed
and built, the CUBE3 test facility at Technical University of Munich (TUM). Photographs of the
experimental setup are shown in Figs. 12.5 and 12.6.
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Figure 12.5: Overview of the CUBE3 test facility used for the investigation of signal readout electronics for
LEGEND. The HPGe detector is mounted in a vacuum cryostat and cooled via a copper holding
structure connected to a dewar filled with liquid nitrogen (LN2). The cryostat is evacuated using a
pumping unit. Several flanges provide access to its interior.
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25 cm

Figure 12.6: Photographs showing details of the CUBE3 test facility. The left photograph shows an overview
of the vacuum cryostat (no detector mounted), whereas the right photograph shows a zoom of its
interior with the detector installed. It is surrounded by a copper IR shield and superinsulation foil.

vacuum cryostat The core of the setup is a vacuum cryostat that can accommodate a HPGe
detector and the signal readout electronics, see Fig. 12.7. It is made from stainless steel and provides
experimental access via several flanges. Two of the flanges are used as feedthroughs for the detector
bias voltage and the signal readout connections. In addition, one of the flanges hosts a feedthrough
connected to a vacuum pump. The front side flange is equipped with a quick lock door for easy
and fast access to the interior of the cryostat. The germanium detector is cooled via its surrounding
copper holding structure which is thermally anchored to a copper cold finger. The cold finger is
inserted into a dewar filled with LN2. The temperature inside the cryostat is measured with three
silicon diodes (Lake Shore DT-670). They are installed on the cold finger, on the inner bottom and
on the outer top surface of the infrared shield, see Fig. 12.7. During the CUBE ASIC characteriza-
tion measurements, the temperature of the detector support structure was stable at a level of ∼ 98K
(measured with a silicon temperature diode at the bottom of the IR shield). The cryostat is evacuated
using a pumping unit (Pfeiffer HiCUBE 80) consisting of a diaphragm forepump and a turbomolec-
ular pump (TMP). After several hours of pumping, a vacuum on the order of 10−7mbar can be
obtained. The pressure inside the system is measured with two pressure gauges. One of the gauges
is installed above the TMP, while the other gauge is mounted in close proximity to the cryostat. The
cryostat and the pumping unit are separated by a vacuum valve. To avoid microphonic noise during
the measurements, the valve can be closed which enables to turn off the vacuum pump during data
taking.

detector The CUBE ASIC was characterized together with the PONaMa1 detector, cf. Ch. 6.2.
In the CUBE3 test facility, the detector was installed with the point contact facing up in a customized
detector mount. Its side walls were insulated from the copper cylinder through a thin sheet of PTFE
insulation around the perimeter. The detector was shielded against IR radiation (emitted mainly
by the vacuum cryostat walls) by a thin cylindrical copper hat surrounding the holding structure,
see Fig. 12.7. Moreover, a cryogenic superinsulation foil wrapped around the IR shield acted as
thermal insulation, see Fig. 12.6. The n+ electrode of the detector was connected to the HV module
(iseg NHQ 204M) via a spring-loaded pin (Fixtest series 29) located at the detector bottom surface. To
reduce high-frequency voltage fluctuations introduced by the bias voltage power supply, an RC low-
pass filter (100MΩ, 10nF) was used. It was assembled in an aluminum box and directly attached to
one of the side flanges, see Fig. 12.8.

data acquisition Data from the detector were acquired using a Struck SIS3301 FADC 14-bit
digitizer, the same FADC that was also used for data acquisition in the GERDA experiment [215].
The digitizer samples data with a frequency up to 100MHz. For the ASIC characterization mea-
surements, two kinds of waveforms were acquired at the same time: a low-frequency waveform
(25MHz) in the time interval 0− 163.84µs (corresponding to 4096 samples), and a high-frequency
waveform (100MHz) around the leading edge in the time interval 76.415− 86.415µs (correspond-
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ing to 1000 samples). In both cases, the acquisition window was divided into about one half of
pre-trigger and one half of post-trigger region, with the start time t0 of the waveform located at
t0 ≈ 81µs. All waveform traces were stored on disk for offline data analysis.
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Figure 12.7: Simplified sectional view of the CUBE3 cryostat. For visual clarity, details of the detector holding
structure, readout electronics, and of the cold finger are not shown. Published in [16].

Figure 12.8: Photograph of the high voltage filter used to reduce voltage fluctuations induced by the power
supply. To ensure an appropriate grounding connection, the box containing the filter is directly
connected to one of the feedthroughs of the CUBE3 cryostat.
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12.2.3 Measurement results

In the following paragraphs, the measurement results obtained with the CUBE ASIC operated to-
gether with the PONaMa1 HPGe detector are discussed in detail. For the data analysis, the GERDA
layout for input output (GELATIO) framework has been used. GELATIO is a ROOT-based software
package that has been developed for the GERDA experiment [241]. A standard analysis chain with
one channel and a slightly adapted GERDA initialization file has been used. The analysis procedures
are similar to those described in Ch. 6.5.

leakage current The leakage current IL has an important impact on the electronic noise, with
higher leakage currents resulting in higher noise levels, cf. Ch. 10.3.3. Hence, dedicated measure-
ments were performed to determine the leakage current of the experimental setup. Several pulsed
reset waveforms were acquired with an oscilloscope (Wavesurfer 3024 Teledyne LeCroy) and the
slope dV/dt (V : voltage, t: time) of the linearly decreasing waveform ramps (corresponding to the
constant collection of holes) was estimated, see Fig. 12.9a. The leakage current was then calculated
using the equation

IL = Cf ·
dV
dt
· 1
G

, (12.2)

where G = 4.03± 0.47 denotes an additional gain introduced by the biasing board of the ASIC read-
out, cf. Ch. 12.2.1. The dependence of the leakage current on the bias voltage is shown in Fig. 12.9b.
When the detector is not yet fully depleted, the leakage current increases with increasing bias voltage.
Thereupon, for bias voltages up to VB ≈ 1600V, the leakage current stays approximately constant.
For higher bias voltages, an increasing backward leakage current can be observed. For the measure-
ment results presented in the following, the detector was operated at a bias voltage of VB = 1500V.
At this voltage, the leakage current was at a reasonably low level of IL ≈ 15pA. At the time when
the energy resolution measurements were carried out, see below, the leakage current was stable at a
level of 10− 20pA.
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Figure 12.9: (a) Determination of the leakage current by estimating the slope of the waveform ramps via linear
fits. (b) Leakage current as a function of the detector bias voltage. Error bars result from the uncer-
tainties of the feedback capacitance, waveform slope, and gain. For the measurements discussed
in the following, the detector was operated at a bias voltage of VB = 1500V (indicated by the red
square measurement point). Published in [16].

signal rise time One of the key parameters for a successful application of PSD techniques is the
signal rise time, cf. Ch. 4.1.2. Typically, this quantity is defined as the time taken by a signal to change
from 10% to 90% of the maximum amplitude of the leading edge. For efficient PSD capabilities, the
rise time needs to be fast enough such that MSEs (background events) can be resolved in the time
domain (for rise times of several µs, the double peak structure of these events in the current signal
smears out). The specification for the first phase of LEGEND foresees rise times (10% − 90%) faster
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than 100ns with potential for improvements in future phases. A dedicated measurement without a
detector was carried out to measure the rise time of the CUBE ASIC, see Fig. 12.10. Rise times as
low as 15ns were obtained.
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Figure 12.10: Signal rise time (10% − 90%) of the CUBE ASIC (no detector connected). Values as low as 15ns
were measured. Published in [16].

electronic noise Low electronic noise of signal readout electronics is of major importance
for optimizing the energy resolution and the detection threshold of the measurement system,
cf. Ch. 10.3.5. Furthermore, along with the signal rise time the electronic noise is a key parameter
for efficient PSD capabilities. While low-frequency noise (O(kHz)) mainly influences the energy
resolution, high-frequency noise (O(MHz)) has an impact on the PSD performance. The relevant
frequency range for the application of PSD techniques is given by the necessity of resolving the
temporal separation of MSE charge clouds with values in the range 150− 500ns, which translates
into a frequency range of 2.0− 6.5MHz [273].

The noise performance of the CUBE ASIC together with the PONaMa1 detector was deter-
mined in terms of the baseline noise. To this end, a trapezoidal filter with varying filter rise times
and a fixed flat top time was applied to the waveform baselines. The obtained baseline noise curve
is shown in Fig. 12.11. At a filter rise time of 4µs, a minimum baseline noise of 655 eV FWHM was
obtained. Moreover, at the reference filter rise time of 1µs, a baseline noise of about 820 eV FWHM
(corresponding to 118 e− RMS) was measured. Keeping in mind the presence of the additional
detector and bonding capacitance, this value is in good agreement with the specified preamplifier
noise performance. In summary, fast signal rise times and low noise levels make the CUBE ASIC a
well-suited device for the application of PSD techniques [16].

energy resolution The excellent energy resolution of HPGe detectors is one of the main
advantages of 76Ge-based 0νββ decay searches, cf. Ch. 2.4.4.2. The energy resolution is closely
related to the noise performance of the signal readout electronics, i.e. high noise levels directly
translate into poor energy resolutions, cf. Ch. 10.3.5. Therefore, dedicated measurements were
carried out to investigate the energy resolution of the PONaMa1 detector together with the CUBE
ASIC. To this end, the detector was irradiated with a strong (A0 = 250 kBq), collimated 228Th
calibration source. The source was positioned outside the vacuum cryostat in front of one of the side
flanges. The signal rate was on the order of 350 cts/s. An example of the energy spectrum measured
during a typical 228Th calibration run is shown in Fig. 12.12a.

The energy was calibrated in a similar way as described in Ch. 6.6. Moreover, the energy res-
olution was determined by numerically extracting the FWHM from several given gamma lines
in the spectrum. The relationship between the energy resolution and the energy was finally
approximated with the function in Eq. (10.21). As can be seen from Fig. 12.12b, an excellent energy
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resolution over a wide energy range was obtained. In the signal ROI at the Qββ-value and at
the 2.6MeV 208Tl gamma peak, energy resolutions of about 2.3 keV FWHM and 2.6 keV FWHM
were obtained, respectively. These values match the design specifications of LEGEND-1000, with a
targeted energy resolution of 2.5 keV FWHM at the Qββ-value.
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Figure 12.11: Baseline noise performance of the CUBE ASIC with the PONaMa1 HPGe detector. A minimum
baseline noise of 655 eV FWHM was obtained at a filter rise time of 4µs. The dashed lines in
the plot correspond to the series (down-sloping), parallel (up-sloping), and 1/f (horizontal) noise
contributions. Published in [16].
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Figure 12.12: (a) Energy spectrum and (b) resolution curve acquired during a 228Th calibration run with the
PONaMa1 detector and the CUBE ASIC. The energy resolution of about 2.3 keV FWHM in the
ROI at Qββ = 2039 keV is indicated by the dashed lines. At the 2.6MeV 208Tl gamma line (see
inset), an energy resolution of about 2.6 keV FWHM was obtained. Error bars correspond to the
fit uncertainties of the standard deviations. Published in [16].

pulse shape discrimination performance The PSD performance of the PONaMa1
HPGe detector together with the CUBE ASIC was validated in a 228Th calibration measurement.
The normalized A/E distribution, corrected for a slight linear energy dependence, is shown
in Fig. 12.13a. The band corresponding to SSEs at A/E = 1 can be clearly identified. Events below
this band mainly correspond to MSEs and can be suppressed by applying A/E cuts to the data.
The survival efficiencies εPSD were estimated as described in Ch. B.1 in the appendix and are listed
in Tab. 12.1. The acceptance of background events (MSEs) in the SEP is heavily suppressed, i.e. only
6.0% of these events survive. At the same time, the acceptance of events in the signal ROI is 42% [16].
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The PSD performance was also investigated in terms of the AvsE pulse shape parameter. In
general, the AvsE parameter is very similar to the A/E parameter. However, the width of the
A/E distribution increases significantly at lower energies which reduces the efficiency for SSEs [246].
In the Majorana Demonstrator, the AvsE parameter has demonstrated performance down to
100 keV and is thus also suitable for spectral analyses in the low-energy domain. The uncorrected
AvsE parameter is defined as [246]

AvsEu = A · E
Eu

, (12.3)

where A denotes the maximum amplitude of the current pulse, E the calibrated energy, and Eu the
uncalibrated energy. The linear energy dependence of the A/E parameter translates into a quadratic
one in the uncorrected AvsE parameter (it is mostly linear with a small quadratic component). The
correction for this dependence is done as described in Ch. B.2 in the appendix. The uncorrected
and corrected AvsE distributions as a function of energy of a 228Th calibration measurement are
shown in Fig. 12.14. Moreover, the estimated survival efficiencies εPSD are listed in Tab. 12.1. The
efficiencies obtained using the AvsE cut are slightly lower than those obtained with the A/E cut, in
good agreement with the results presented in [246]. In general, the survival efficiencies obtained in
this work are in good agreement with the efficiencies obtained with the same detector type in the
Majorana Demonstrator experiment [142, 246]. The effect of the PSD cuts on the energy spectrum
is shown in Figs. 12.13b-12.13d.

(a) A/E scatter plot.
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(c) DEP before and after cut.
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Figure 12.13: A/E PSD performance of the PONaMa1 detector with the CUBE ASIC: (a) Normalized A/E dis-
tribution as a function of energy, and (b) energy spectra before and after the application of the
A/E cut for a 228Th calibration run. (c) While the cut is tuned such that 90% of the SSEs (signal-like
events) in the DEP survive, (d) the number of MSEs (background events) in the SEP is significantly
reduced. Published in [16].
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Table 12.1: PSD performance of the PONaMa1 detector together with the CUBE ASIC. The estimation of the
survival efficiencies εPSD is based on the A/E and AvsE pulse shape parameters. The acceptance
of events in the double escape peak (DEP, mostly single-site events) is tuned to 90%. The survival
efficiencies of (mostly multi-site) events in the single escape peak (SEP), full energy peak (FEP), as
well as in the region of interest at the Qββ-value can then be evaluated. The uncertainties of the
survival efficiencies correspond to statistical uncertainties.

Peak
Survival efficiency εPSD

A/E AvsE

208Tl DEP 0.900± 0.007 0.900± 0.004
208Tl SEP 0.060± 0.004 0.054± 0.003
208Tl FEP 0.106± 0.001 0.085± 0.002
Qββ 0.420± 0.002 0.371± 0.003

(a) AvsE scatter plot (uncorrected). (b) AvsE scatter plot (corrected).

Figure 12.14: AvsE PSD performance of the PONaMa1 detector with the CUBE ASIC: (a) Uncorrected and
(b) corrected AvsE distributions as a function of energy for a 228Th calibration run.

radiopurity A high radiopurity of the components used in a low-background physics exper-
iment like LEGEND is crucial. In order to predict the background rate that would be induced by
the CUBE ASIC in future phases of LEGEND, it has been assayed. These assay measurements were
performed at the low-background screening facilities at LNGS in Italy and at Jagiellonian University
in Poland by means of direct gamma ray counting, mass spectroscopy, and radon emanation
techniques, respectively. All assay results are listed in Tab. 12.2.

First, the contamination of 35.3 g ASIC material (leftover production material) in the isotopes
232Th, 238U, as well as 40K was analyzed via gamma ray counting. To this end, the radioactivity
of the material was measured with a HPGe detector at LNGS for a time period of about 23.5days.
In the measurement, only upper limits were obtained for the contaminations, see Tab. 12.2. At
the same time, the 232Th and 238U impurities in the ASIC were investigated via high-resolution
inductively-coupled plasma mass spectrometry (ICP-MS). To accomplish this, 17mg of sample
material were dissolved in HF, HNO3 and HCl. Finally, the radon contamination of the ASIC was
investigated. A cryogenic radon detector at Jagiellonian University was used to determine the
contaminations in 25 g sample material in both radon isotopes, i.e. 222Rn and the short-lived 220Rn.
Just as for the other radiopurity measurements, only upper limits were obtained, see Tab. 12.2.

Based on the gamma counting measurement results and the efficiencies obtained with Geant4

simulations of the LEGEND-200 detector array (used as an approximation for the LEGEND-1000
detector array) [14], the background contribution of the CUBE ASIC can be estimated. For the
determination of the efficiencies pROI (cts/decay/keV) in the signal ROI, a detector AC cut was
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Table 12.2: Results of the CUBE ASIC radiopurity assay conducted at LNGS and Jagiellonian University by
means of direct gamma counting, ICP-MS, and radon emanation techniques. All values are upper
limits. Published in [16].

Method Radionuclide
Purity

mBq/kg g/g

γ counting

232Th: 228Ra < 4.9 < 1.2 · 10−9
228Th < 4.1 < 1.0 · 10−9

238U: 234Th < 24 < 1.9 · 10−9
234mPa < 200 < 1.6 · 10−8
226Ra < 3.5 < 2.8 · 10−10

40K < 52 < 1.7 · 10−6

ICP-MS
232Th < 2.0 · 10−9
238U < 1.0 · 10−9

Rn emanation
220Rn < 0.8
222Rn < 0.9

Table 12.3: Efficiencies (pROI) and background indices (BI) of the CUBE ASIC for the radionuclides 232Th
and 238U. Upper limits correspond to 90% confidence level. The efficiency values are based on
Geant4 simulations of the LEGEND-200 detector array and are used as an approximation for the
LEGEND-1000 detector array [14]. Published in [16].

Radionuclide pROI (cts/(decay · keV)) BI (cts/(keV · kg · yr))

232Th 1.92 · 10−5 < 4.1 · 10−7
238U 9.62 · 10−6 < 1.8 · 10−7

applied. The simulation results are listed in Tab. 12.3. Usually, the radioactive background is
expressed in terms of the background index (BI) [16]:

BI =
pROI ·mASIC · a

mDET
. (12.4)

Here, mASIC denotes the mass of the radioactive ASIC material (mASIC = 500 · 0.33mg) and mDET
the total detector mass in the LEGEND-1000 detector array (mDET = 500 · 2 kg) assuming 500 chan-
nels. Furthermore, a describes the specific activity (Bq/kg). The background indices of the 232Th
and the 238U radionuclides are listed in Tab. 12.3. They were calculated using the specific activ-
ities (upper limits) of the 228Th and 226Ra contributions of the gamma counting measurements,
see Tab. 12.2. The contributions of the other radionuclides were neglected since they are not rel-
evant for the background in the ROI. Even though the upper limits of the assay are comparably
high (driven by the sensitivity of the measurement method), the summed BI of the 232Th and the
238U contributions matches the design specification of LEGEND-1000, with an overall background
goal of BI < 1 · 10−5 cts/(keV · kg · yr) [16].
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12.3 lbnl asic

12.3.1 Overview

The LBNL ASIC is a single-channel, low-noise preamplifier based on 180nm CMOS technology,
cf. Ch. 10.2.3. The chip is currently being developed at LBNL to specifically meet the readout elec-
tronics requirements of LEGEND-1000, cf. Ch. 12.1. The circuit design incorporates a CSA and a
differential driver generating differential output signals. A simplified block diagram of the circuit,
including the detector and bias voltage section, is shown in Fig. 12.15.

Detector and 
bias voltage

Radiation

CD

Cf

CSA Differential driver

ASIC

Bias gen Bias gen

Figure 12.15: Simplified block diagram of the LBNL ASIC for LEGEND-1000. The diagram shows the detector
and bias voltage section, as well as the charge sensitive amplifier (CSA) and the differential driver
sections.

asic specifications To provide for an excellent energy resolution and to enable low-energy
analyses, a low electronic noise level of ∼ 20 e− RMS and a threshold of < 1keV are targeted. More-
over, to be capable of studying background events anticipated at higher energies, a large dynamic
range of ∼ 10MeV is envisioned. To this end, a feedback capacitance of Cf = 500 fF is implemented
into the chip. Signals with fast rise times of O(10ns) can be captured by a bandwidth of 20− 50MHz.
The input capacitance of the ASIC is optimized for the operation of detectors with capacitances in
the range 1.0 6 CD 6 5.0pF. To reduce the amount of radioactive impurities close to the detectors,
the number of cables to the ASIC are minimized. In the final design stage, the chip will only re-
quire connections for power, ground, input, and output. The design is optimized to drive low-mass
differential cables with a length of 10m and a characteristic impedance of 50Ω. The preamplifier
is powered by a single voltage supply with on-chip LDO regulators, cf. Ch. 12.1. This also reduces
the amount of heat dissipation in cryogenic liquid and the associated risk of bubble formation intro-
ducing microphonic noise. To reduce radioactive backgrounds potentially introduced by an external
reset device, the LBNL ASIC has an internal reset mechanism realized via a CMOS transistor.

asic prototype In September 2019, a first prototype of the LBNL ASIC has been produced2. In
line with the stringent radiopurity requirements of 0νββ decay searches, the dimensions of the chip
need to be as small as possible. Hence, the prototype was fabricated as a 1mm× 1mm× 8µm bare
die. To test its performance, a dedicated electronics board accommodating the ASIC was used.
The board made from low dielectric loss Rogers 4350 PCB material with ENIG traces has several
0603 footprints for bypass capacitors (filtering of voltage supply noise) and resistors (derivation of
bias currents). On the board, the ASIC is epoxied to a ground pad and its contacts are ultrasonically
wedge-bonded to the traces. An image of the ASIC and its mounting on the electronics board is
shown in Fig. 12.16.

2 The ASIC prototype comprises several chip versions. In the scope of this work, the chiplet C1 was characterized. It derives
the required bias currents externally and has no on-chip LDO regulators.
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1 mm

Figure 12.16: Close-up of the LBNL prototype ASIC for LEGEND-1000 (left). The chip is connected to the traces
on a printed circuit board for testing purposes via several wire bonds (center). The board not only
hosts the ASIC, but also bypass capacitors and resistors used to derive the bias currents (right).

voltages and bias currents The prototype ASIC is powered by a main supply voltage in
the range VDDA = 1.8 − 1.95V which is filtered with a bypass capacitor. A ground connection of
VSSA = 0V is established. In addition, a common-mode voltage VCM = VDDA/2 is applied so that the
baseline offset can be adjusted (for testing purposes). Just as the main supply voltage, it is filtered
with a bypass capacitor. The investigated ASIC derives the required bias currents externally from the
voltages VDDA and VSSA. Hence, additional external resistors are required on the electronics board.
This is useful at an early development stage since it gives flexibility in optimizing the bias currents
for subsequent design iterations. The bias current IINP = 8mA of the input stage of the CSA de-
termines the operating point of the device. The linearity and dynamic range are controlled by the
bias current ICAS = 0.5mA of the second CSA stage (cascode stage). The feedback stage of the CSA
requires a bias current IFB = 100pA and defines the reset of the signals (discharge current of the
feedback capacitor). The third stage (buffer stage) of the CSA with a bias current IBUF = 1mA drives
the single-to-differential input and controls the DC level, gain, and bandwidth of the preamplifier.
Finally, the differential driver converting the single-ended signal to a differential signal requires a
bias current of IS2D = 30µA. The ASIC can be tested without a detector by connecting an external
pulse generator to its input. In this case, the input (pulser) capacitance emulating the detector ca-
pacitance is realized as stray capacitance between the traces on the board. The ASIC provides both a
single-ended output (signal before the differential driver section), as well as a differential output.

12.3.2 First measurement results

In the framework of this thesis, first characterization measurements of the prototype ASIC have been
carried out at LBNL in December 2019. To reduce the electronic noise in the system and to facilitate
the submersion in cryogenic liquid, the electronics board together with the ASIC were installed in
an aluminum box. A photograph of the assembly is shown in Fig. 12.17. For the characterization
measurements, an arbitrary waveform generator (Agilent 33500B) was used for the generation of
input signals. Power for the ASIC was provided by a standard power supply (Keithley 2230-30-1
DC). Output waveforms were acquired with an oscilloscope (Agilent MSO X 3054A). For the noise
measurements, an MCA (labZY nano MCA) was used. In the following paragraphs, the character-
ization measurements to test performance metrics (rise time, dynamic range, electronic noise, etc.)
will be discussed in detail. The ASIC prototype was characterized both at room temperature, and at
cryogenic temperatures in LAr using short and long cables.
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Figure 12.17: Photograph showing the electronics board hosting the LBNL ASIC assembled in an aluminum
box.

waveform shape and power consumption To test the functionality of the LBNL ASIC and
to analyze the shape of the output signals, first characterization measurements were performed at
room temperature. To reduce noise effects potentially introduced by the use of long cables, short
coaxial cables (length of 1m) between the ASIC and the DAQ system were used. The ASIC was
operated using a supply voltage of VDDA = 1.90V (IDDA = 0.024A) and a common-mode voltage of
VCM = 0.95V (ICM ≈ 0A). This translates into a power consumption of P = 45.6mW. Bias resistor
values haven been chosen based on prior calculations, and bias currents have not yet been tuned. An
arbitrary waveform generator was used to generate input signals with 20Hz frequency, 20ms width,
and 40ns edge time. An example for the output waveform obtained with the ASIC prototype is
shown in Fig. 12.18. The waveform features a fast rising edge (signal rise time 10%− 90% of < 40ns,
limited by the edge time of the input pulse), followed by a linearly decaying tail that levels off
exponentially.
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(b) Zoom of leading edge.

Figure 12.18: Waveform example obtained with the LBNL ASIC at room temperature. The waveform features
(a) a linearly decaying tail that levels off exponentially, and (b) a fast rising edge.

dynamic range and linearity To determine the dynamic range of the ASIC and to test its lin-
earity, output waveforms for input pulses with varying amplitudes were acquired. Fig. 12.19a shows
waveform examples for different pulser input voltages VIN (pulser termination of 50Ω). To inves-
tigate the linearity of the output voltage with respect to the input, the maximum signal ampli-
tude VOUT was determined for each waveform and plotted as a function of the input voltage,
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see Fig. 12.19b. Besides a small deviation at lower input voltages, the system exhibits highly lin-
ear behavior over a large dynamic range. It should be noted here that at small input voltages, the
normally linearly decaying waveform tail also shows slight non-linearities (see inset in Fig. 12.19a).
These can probably be eliminated by adjusting the bias currents of the ASIC. To this end, more
profound investigations are required.
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Figure 12.19: (a) Waveforms obtained with the LBNL ASIC at varying input voltages. (b) The maximum signal
amplitude was used to determine the system linearity and the dynamic range.

electronic noise The electronic noise performance of the LBNL ASIC was investigated for
different input voltages at room temperature. The baseline noise was measured using an MCA with
a trapezoidal filter with varying filter rise times and a fixed flat top time of 2µs. Noise values
were not converted into energy values due to the lack of knowledge of the pulser capacitance (stray
capacitance between traces). A minimum noise level of about 3.2 ch FWHM was obtained for a filter
rise time of 6µs, see Fig. 12.20. It can be observed that the electronic noise is independent of the
input voltages, i.e. the noise curves at different voltages are in good agreement with each other.
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Figure 12.20: Noise performance of the LBNL ASIC at room temperature for varying input voltages.

short vs long cables In the subsequent measurements, the cable lengths between the ASIC
and the DAQ system were increased by a factor of ten (length of 10m) to better reflect the conditions
encountered in LEGEND-1000. The other operating conditions (bias voltage, bias currents, etc.) of
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the ASIC were maintained. First, the power consumption of the system was determined. Even with
the use of long cables, a very low power consumption comparable to the one with short cables
was obtained. However, a non-degraded rising edge of the output signal was only obtained when
the edge time of the input pulse was also increased by a factor of ten, i.e. from 40ns to 400ns.
This behavior might be due to an improper termination of the waveform generator when using
long cables and requires more detailed investigations. The increased input pulse edge time directly
translates into a higher signal rise time (10% − 90%) of . 400ns. For reasons of better comparability,
it was decided to perform the subsequent measurements still using 40ns input pulse edge time.
Fig. 12.21 shows waveforms for different input voltages for the case of short cables and long cables.
In the case of short cables, for high input voltages, a slight overshoot at the end of the leading edge
can be observed. When using long cables, the end of the leading edge is strongly distorted. However,
these features are less pronounced for higher input pulse edge times.
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Figure 12.21: Waveforms (zoom on leading edge) obtained with the LBNL ASIC using (a) short cables and
(b) long cables between the preamplifier and the DAQ system. Waveforms are illustrated for
varying input voltages. The measurements were carried out at room temperature.

In the next step, the shapes of the differential output signals of the ASIC were analyzed. Measure-
ments were again performed using short and long cables. Waveform examples for varying input
pulse edge times are shown in Fig. 12.22. It can be observed that too small an input pulse edge time
(improper termination) results in a considerable degradation of the leading edge. Waveforms with
opposite polarity show a high symmetry with respect to their baselines.
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Figure 12.22: Differential signals (zoom on leading edge) obtained with the LBNL ASIC using (a) short cables
and (b) long cables between the preamplifier and the DAQ systems. Waveforms are illustrated for
varying input pulse edge times. The measurements were carried out at room temperature.
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performance at cryogenic temperatures Finally, first bench tests were carried out to
test the ASIC performance at cryogenic temperatures. To this end, the aluminum box including
the electronics was dunked in a dewar filled with LAr. Long coaxial cables with a length of 10m
and a characteristic impedance of 50Ω between the preamplifier and the DAQ system were used.
Compared to the operation at room temperature, the power consumption at LAr temperature was
slightly higher. The ASIC was operated at a supply voltage of VDDA = 1.90V (IDDA = 0.04A) and
a common-mode voltage of VCM = 0.95V (ICM ≈ 0A). This translates into a power consumption
of P = 76mW. Just as for the measurements at room temperature, the signal rise time (10% −

90%) was limited by the input pulse edge time. A large dynamic range with a small deviation at
lower input voltages was measured. Fig. 12.23 shows waveforms at room temperature and LAr
temperature for varying input voltages. First, it can be observed that the rising edge at cryogenic
temperatures appears to be sharper. This is due to a strong overshoot at the end of the leading and
a subsequent ringing. The plots also show that the waveforms at LAr temperature have a much
longer decay time (several tens of ms). In addition, a kink-like structure can be observed in the
decaying tail. This might be explained by a charge carrier freeze-out in the MOSFET transistors at
cryogenic temperatures [274, 275]. The differential signal output showed a slight asymmetry between
the positive and negative rails.
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Figure 12.23: Waveforms obtained with the LBNL ASIC at (a) room temperature and (b) at cryogenic tempera-
tures in LAr at varying input voltages.

outlook The results of the ASIC characterization measurements obtained within this work pro-
vide vital information for the design of a second iteration that is currently being developed at LBNL.
Further (bench) tests are required to optimize the bias currents, and to better understand some of
the waveform features observed in the measurements. Currently, a self-biased version (internally
set biases) of the chip and an LDO regulator die are being investigated. From the analysis point of
view, novel techniques have to be developed to correct for the linearly decaying tail that levels off
exponentially. This is of particular interest so that PSD techniques such as the DCR PSD, cf. Ch. 5.3,
for background rejection can be applied.

12.4 conclusions

Signal readout electronics in close proximity to the detectors plays a major role in maximizing
the experiment’s discovery sensitivity. For LEGEND-1000, the baseline design foresees to use an
ASIC-based readout scheme for the HPGe detectors. Within this work, two important contributions
have been made to realize this ambitious project: 1) The characterization of a commercially
available ASIC preamplifier together with a PPC germanium detector, and 2) the characterization of
performance metrics of a first prototype ASIC for LEGEND-1000.

A dedicated vacuum test facility was constructed to investigate the commercially available
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XGLab CUBE ASIC together with a PPC detector. The measurements demonstrated that low noise
levels, excellent energy resolutions, and fast signal rise times can be obtained with this readout.
Moreover, the viability of PSD techniques for the efficient rejection of background events was shown.
Finally, an extensive radiopurity assay campaign demonstrated that the radioactive contaminations
of the CUBE ASIC are compatible with the targeted background goal of LEGEND-1000. The work
was published in [16].

The results obtained in the characterization measurements are very promising for a potential
application of ASIC technology in LEGEND-1000. However, the investigated chip is not ideally
suited for the final application in the experiment: Each of its three power supplies requires at
least one bypass capacitor for filtering the voltage supply noise. This increases the amount of
radioactive material close to the detectors considerably. Furthermore, the ASIC comprises neither
an internal reset mechanism, nor a differential output required to reduce the noise associated with
driving signals over long transmission lines. To specifically meet the electronics requirements of
LEGEND-1000, a customized ASIC is currently being developed at LBNL. Within this work, a first
prototype of the chip was characterized in bench tests. The measurements at room temperature and
at cryogenic temperatures in LAr showed that the amplifier features fast rise times, a linear behavior
over a large dynamic range, and a low power consumption. Further investigations are required to
better characterize the electronic noise, and to optimize the bias currents of the CSA.
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The Large Enriched Germanium Experiment for Neutrinoless ββ Decay, LEGEND, will search for
0νββ decay in the isotope 76Ge with an unprecedented sensitivity. The final phase of the experiment,
LEGEND-1000, targets a signal discovery sensitivity on the decay half-life of T0ν

1/2
> 1028 yr by

operating up to one tonne of germanium detectors for a time period of about ten years. To achieve
this ambitious goal, an operation in the background-free regime is crucial, i.e. a background level of
BI < 10−5 cts/(keV · kg · yr) is envisioned. Consequently, the reduction of backgrounds is one of the
main challenges to be addressed.

i characterization of point contact germanium detectors

In the first phase of the experiment, LEGEND-200, one of the main background contributions
is anticipated to arise from alpha and beta surface events. To better understand these backgrounds,
the response of a p-type point contact (PPC) germanium detector to alpha and beta particles was
studied in detail within this work. The measurements in a vacuum test facility demonstrated that
the passivated detector surface is prone to effects such as charge build-up. For both alpha and beta
surface events, a radial-dependent energy degradation was observed that could be explained with
the presence of (negative) surface charges at the passivation layer. The measurements also showed
that independent of the sign of the charge build-up, surface alpha events exhibit a delayed charge
recovery (DCR) effect that can be exploited to powerfully reject them. In dedicated characterization
measurements with beta particles, two event populations could be identified. One population could
be associated with events having small penetration depths that are sensitive to surface effects,
whereas the other population with higher penetration depths was found to be mostly insensitive
to these effects. For the surface beta events, no pronounced DCR effect was observed, and the
signal waveforms did not show any noticeable features. Consequently, their discrimination at the
passivated surface is expected to be challenging.

To better understand the results of the surface characterization measurements, an extensive
simulation campaign was carried out. The study of charge collection efficiency maps provided
vital information on the impact of surface charges on important pulse shape parameters. Moreover,
it could be shown that surface effects are much less pronounced in the case of positive surface
charges. Monte Carlo event simulations in combination with pulse shape simulations were capable
of reproducing the measurement results qualitatively. In particular, the surface charge model as a
foundation to explain the observations could be verified. The measurement and simulation results
obtained within this work led to a significant improvement of the understanding of PPC detector
surface effects. This serves as a basis to better assess the surface backgrounds in LEGEND-200.
A publication of this work is to be submitted soon.

ii development of signal readout electronics for legend

Another major role in minimizing backgrounds and maximizing the experiment’s discovery
sensitivity plays signal readout electronics. By reducing electronic noise levels, the energy res-
olution, and pulse shape discrimination (PSD) capabilities for the rejection of backgrounds can
be enhanced. To this end, the charge sensitive amplifier (CSA) needs to be placed as close as
possible to the detector. However, this is in conflict with the stringent radiopurity requirements.
In LEGEND-200, this is addressed by deploying a CSA consisting of two stages: a first low-mass
front-end (LMFE) electronics stage very close to the detectors, and a second amplification stage
farther away. First tests of the full readout chain were carried out as part of the Post-GERDA
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test (PGT). Within this work, a dedicated full software framework has been developed to analyze
the measurement data. The analysis revealed that most of the detectors operated in the PGT showed
a very good performance, including an excellent energy resolution and appropriate PSD capabilities.
Due to the improved noise situation compared to the GERDA experiment, the successful application
of a drift time correction for charge trapping for the inverted coaxial point contact (ICPC) detector
geometry could be demonstrated. This is of particular importance for the performance optimization
of this detector type. Besides, the data analysis revealed a stable operation of the LMFE. The decay
time remained stable over an extended period of time indicating a high stability of the feedback
resistor and capacitor on the LMFE.

Alongside with the analysis of the PGT data, dedicated bench tests of a backup amplifier for
LEGEND-200 were carried out at Lawrence Berkeley National Laboratory (LBNL). Performance
metrics such as electronic noise, signal rise time, dynamic range, power consumption, etc. were
studied and found to be compatible with the intended electronics requirements. Finally, the CSA
was compared to the baseline amplifier and a similar performance was obtained.

To reach the targeted signal discovery sensitivity beyond 1028 yr on the decay half-life,
LEGEND-1000 pursues an ambitious background goal. From the readout electronics point of
view, this can be supported by using state-of-the-art application-specific integrated circuit (ASIC)
technology. The technology enables the integration and miniaturization of all relevant readout
electronics components into a single low-mass, low-background chip that can be placed in close
proximity to the detector. In this work, a detailed investigation of the performance of a commercially
available ASIC, the XGLab CUBE ASIC, was carried out. The chip was operated together with a
PPC germanium detector. Dedicated measurements revealed that 1) low noise levels, 2) an excellent
energy resolution over a wide energy range, and 3) very fast signal rise times can be obtained
with an ASIC CSA. The PSD performance of the readout system was found to be comparable to
the performance reported by the Majorana Demonstrator and GERDA experiments. Finally, the
radiopurity of the CUBE preamplifier was analyzed by means of various assay techniques (gamma
ray counting, mass spectroscopy, radon emanation techniques). In all measurements, upper limits
for the radioactive contaminations were obtained whose corresponding upper limits on the back-
ground index meet the requirements of LEGEND-1000.

The investigated CUBE ASIC is not ideally suited for the final application in LEGEND. The
bypass capacitors required for filtering the noise of the ASIC power supplies increase the amount of
radioactive material close to the detectors. This can be alleviated by using a single internally filtered
power supply or low-background bypass capacitors. To further reduce radioactive contaminations,
the CSA reset mechanism needs to be integrated into the chip. A dedicated ASIC fulfilling these
requirements is currently being developed at LBNL. Within this work, a first prototype of the LBNL
ASIC was characterized. Bench tests provided first insights into performance metrics of the chip.
The measurements demonstrated that the ASIC features fast signal rise times, a linear behavior over
a large dynamic range, and a low power consumption. Further tests are required to optimize the
bias settings, and to better understand several waveform features observed in the measurements.
The results obtained in this work serve as a basis for future design iterations.

In summary, the results obtained within this work provide vital information to better assess
the backgrounds to be encountered in LEGEND. The results of the surface characterization
measurements of a PPC detector will be of key importance for the development of future means
to further reduce surface backgrounds. A second major contribution was the development and
characterization of signal readout electronics for LEGEND. The PGT demonstrated the successful
operation of the whole signal readout chain for LEGEND-200. In particular, the data analysis
revealed that the novel readout system including the LMFE and the preamplifier, as well as most of
the detectors showed a very good performance. Finally, dedicated measurements provided valuable
information about the operation of a germanium detector together with an ASIC-based readout
system. The results serve as a basis for the design of future ASIC iterations for the final phase of
LEGEND.
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Figure A.1: Simplified sectional view of the PONaMa1 detector in the Galatea scanning facility. The figure
shows all relevant dimensions for the case of the surface alpha characterization measurements
(241Am source). Dimensions are in mm. The figure is not to scale.
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Table A.1: Overview of the surface characterization measurements with the PONaMa1 detector in the Galatea

scanning facility. The third column indicates whether the measurement was a scan (S) or performed at
a fixed position (F). In the latter case, the abbreviation BKG denotes a background measurement, the
abbreviation BV a bias voltage scan, and the abbreviation TE a test measurement. The fourth column
is the scan range (in terms of the collimator position). The last column indicates the measurement
duration t per scan point.

No Source/s Scan [S] or fix [F] Range (mm) φ (◦) VB (kV) t (h)

1) 90Sr S 0− 40 117 2.0 1.0

2) 90Sr S 0− 40 297 2.0 1.0

3) 90Sr F (BKG) 52.5 297 2.0 3.0

4) 90Sr F (BV) 10 297 1.2, 1.5, 1.7, 1.9, 2.0 1.0

5) 90Sr S 0− 7.5 297 2.0 1.0

6) 90Sr S 0− 40 297 1.05 1.0

7) 90Sr F (BKG) 47 252 1.05 8.0

8) 90Sr S 0− 40 252 1.05 1.0

9) 241Am + 228Th F (TE) 47 252 1.05 0.5

10) 241Am + 228Th F (BKG) 47 252 1.05 20.0

11) 241Am + 228Th F (TE) 6 252 1.05 0.5

12) 241Am + 228Th F (TE) 14 252 1.05 10.0

13) 241Am + 228Th S 0− 38 252 1.05 2.0

14) 241Am + 228Th F (BV) 4 252 0.4− 1.8 2.0

15) 241Am + 228Th F 4 252 1.05 8.0

16) 241Am + 228Th S 0− 36 297 1.05 2.0

17) 241Am + 228Th S 0− 36 117 1.05 2.0

18) 90Sr S 0− 40 72 1.05 0.2

19) 90Sr F (BKG) 50 72 1.05 2.0

20) 90Sr S 0− 40 72 1.05 0.5

21) 90Sr S (TE) 4− 26 72 1.05 0.5

22) 90Sr S (TE) 0− 36 72 1.05 0.5

23) 90Sr S 0− 36 72 1.05 0.5

24) 90Sr F (BKG) 50 72 1.05 30.0

25) 90Sr S 0− 38 72 1.05 0.5

26) 90Sr S 0− 36 72 1.05 0.3

27) 90Sr S 0− 36 72 2.0 0.5

28) 90Sr F (BV) 10 72 0.8− 2.0 0.5
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In the following sections, the formal procedures of the A/E and AvsE pulse shape analysis (PSA)
techniques will be discussed briefly. While the GERDA collaboration has made extensive use of
the A/E PSA for the rejection of background events, the AvsE PSA has been deployed intensively by
the Majorana Demonstrator collaboration. More detailed information on the particular methods
can be found in [246, 269, 273, 276, 277].

b.1 a/e pulse shape analysis

The A/E pulse shape discriminator is defined as the ratio of the maximum amplitude A of the
current pulse and the amplitude (energy) E of the charge pulse.

correction for energy dependence In a first step, the A/E vs E distribution (of all events)
is corrected for a slight linear energy dependence. To this end, 31 energy values ESCS from the Comp-
ton continuum in the energy range 1.01MeV 6 E 6 2.16MeV are selected and the corresponding
A/E values in the regions ESCS ± 20 keV are histogrammed. The resulting distributions are fit with a
function composed of a Gaussian and an empirically found function modeling the low tail [269, 273]:

f(A/E) = A exp

(
−
(E− µSCS)

2

2σ2SCS

)
+m · exp(k(E− l)) + d

exp((E− l)/t) + l
. (B.1)

Here, the Gaussian term is described in terms of the mean µSCS and the standard deviation σSCS,
while the component approximating the tail is parameterized by the parameters m,d,k, l and t.
An example for the fitted A/E distributions of three different energy value ranges ESCS ± 20 keV is
shown in Fig. B.1a. It can be observed that with increasing energy ESCS, the Gaussian means µSCS of
the distributions are shifted towards smaller A/E values.
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Figure B.1: Linearization of the A/E parameter. (a) A/E distributions of events in different energy ranges
ESCS ± 20 keV in the Compton continuum. (b) Relationship between the Gaussian means of the
A/E distributions and the energy. The data were approximated with a linear function.
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To quantify this behavior, the fitted Gaussian means µSCS are plotted as a function of the energy
values ESCS. As can be seen from Fig. B.1b, the tuples (ESCS, µSCS) show a linear relationship which
is approximated with a linear function of the form

µSCS = µSCS,0 + aESCS. (B.2)

Here, µSCS,0 and a denote the fit parameters. Finally, all A/E values are corrected for the linear
energy dependence according to

A/Ec =
A/E

µSCS,0 + aESCS
. (B.3)

background subtraction and survival probabilities Before computing the survival
probabilities of certain peaks/areas in the energy spectrum, the underlying background needs to be
subtracted. To this end, signal and background regions are defined. For the FEPs and the SEP, the
regions are defined as follows [273, 277]:

• Region 1: [µFEP − 1 · 4.5σ, µFEP + 1 · 4.5σ] (peak region)

• Region 2: [µFEP − 2 · 4.5σ, µFEP − 1 · 4.5σ] (left side band, LSB)

• Region 3: [µFEP + 1 · 4.5σ, µFEP + 2 · 4.5σ] (right side band, RSB)

Here, µFEP denotes the peak position and σ the energy resolution of the FEP. The LSB and the RSB
are located at energies below and above the peak energy, respectively. For the DEP, the ranges are
slightly adjusted [273, 277]:

• Region 1: [µDEP − 1 · 4.5σ, µDEP + 1 · 4.5σ] (peak region)

• Region 2: [µDEP − 2 · 4.5σ, µDEP − 1 · 4.5σ] (LSB)

• Region 3: [µDEP + 1 · 4.5σ, µDEP + 2 · 4.5σ] (RSB 1)

• Region 4: [µDEP + 2 · 4.5σ, µDEP + 3 · 4.5σ] (RSB 2)

In both cases, the peak regions correspond to the signal regions while the LSBs and RSBs correspond
to the background regions. For the actual background subtraction, the corrected A/E values in these
energy ranges are histogrammed. The resulting distribution in the peak region is corrected for the
background by subtracting the distributions of the LSB and RSB regions.

In the final step of the A/E PSA, the A/E cut value and the survival efficiencies are calcu-
lated. The cut value corresponds to the value for which 90% of the events in the DEP survive. It is
obtained by integrating the background-corrected A/E distribution of the DEP up to a value of 10%
of the total integral. Finally the, the survival probabilities are computed by dividing the number N+

of accepted events in the background corrected A/E distributions by the total number N of events:

εPSD =
N+

N
. (B.4)

This procedure with the associated estimation of uncertainties is described in more detail
in [273, 277].

b.2 avse pulse shape analysis

Another efficient PSD method to reject background events in HPGe detectors is the AvsE PSA. The
formal procedure is very similar to the one of the A/E PSA, cf. Ch. B.1.

correction for energy dependence In a first step, the uncorrected AvsE parameter,
cf. Eq. (12.3), is corrected for its (quadratic) energy dependence in a similar way as the A/E pa-
rameter. The quadratic correction parameters are obtained as follows: First, 22 energy values ESCS
are selected from the energy range 200 keV 6 E 6 2300 keV. The corresponding AvsEu = A · E/Eu
values in the regions ESCS ± 25 keV are histogrammed. The resulting AvsE distributions are fit with
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a Gaussian. Just as for the A/E PSA, the Gaussian means µSCS are then plotted as a function of the
energy values and fitted with a quadratic function of the form

µSCS = p0 + p1E+ p2E
2, (B.5)

where p0, p1 and p2 are the fit parameters. Finally, the AvsE values are corrected for their quadratic
energy dependence according to

AvsE = A · E
Eu

− (p0 + p1E+ p2E
2). (B.6)

background subtraction and survival probabilities The background subtraction in
the AvsE PSA is based on sideband-subtracted DEP data. In contrast to the A/E PSA, the signal and
background regions are not based on dynamic ranges (based on the mean and standard deviation
of the actual data), but on fixed energy ranges around the peak regions. As an example, the regions
for the DEP are defined as

• Region 1: [1590keV, 1595keV] (peak region)

• Region 2: [1570keV, 1580keV] (LSB)

• Region 3: [1600keV, 1610keV] (RSB)

Another difference between the two PSA methods is that in the AvsE PSA, the background
subtraction is done on energy spectrum data (not on A · E/Eu distribution data).

In the final step, the AvsE cut value and the survival efficiencies are calculated. Just as for
the A/E PSA, the cut value j corresponds to the value for which 90% of the events in the DEP
survive. It is obtained by varying j in

AvsE = −

(
A · E

Eu
− (p0 + p1E+ p2E

2)

)
/j. (B.7)

Eventually, the survival probabilities are computed by dividing the number N+ of accepted signal
events by the total number N of events:

εPSD =
N+

N
. (B.8)

This procedure and the uncertainty estimation are described in more detail in [246].
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